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Abstract— Modern wideband microwave systems often 

require a flat overall gain response with respect to frequency. This 

paper illustrates how ultra-wideband power amplifiers help 

achieve a positive slope gain using gain-equalization techniques to 

compensate for degradation in the system gain profile due to high-

frequency effects. It captures the state-of-the-art analysis and a 

detailed description of circuit design methodologies used to 

achieve a positive gain profile. This paper further shows various 

parameters that are used for gain shape control of the overall 

system while analyzing various systems designs to achieve a 

positive slope gain. 

Keywords— peaking amplifier, positive slope shaping, gain 

shape control 

I. INTRODUCTION 

With the growth of wireless applications and broadband 
system applications, the demand for fully integrated, high-
power, low-cost power amplifiers is increasing, especially in 
modern communications, radio links, measuring equipment, and 
military microwave systems that require a large number of 
millimeter-wave(mmW)devices. Generally speaking, these 
systems require low return loss, good gain flatness, and high 
output power in a wideband range. Distributed amplifiers and 
feedback amplifiers are frequently utilized to accomplish these 
objectives. Many factors, including channel losses, the skin 
effect, temperature changes, and other high-frequency effects, 
contribute to the degradation of signals in high-frequency 
applications. These undesirable outcomes cause the gain to drop 
off with frequency. This negatively affects the gain flatness of 
the system, thereby impacting the system's dynamic range and 
performance. To optimize the gain slope, gain slope equalization 
is preferred. Fig. 1 illustrates the basic principle of gain slope 
equalization. The equalizer as shown in the figure introduces a 
positive slope response to a system without an equalizer. This 
helps achieve a flat system response thus improving system 
performance. 

This brief presents three methods & circuit design techniques 
used to achieve a desired characteristic gain equalizer 
implemented on SiGe BiCMOS. [1] presents a system with 
amplification and filter stages to achieve the maximum slope 
gain in comparison to other methods in this literature. [2] shows 
a system with an iNMOS-based tunable resistive gain equalizer 

and [3] demonstrates a tunable method using transistor-loaded 
parallel RC circuits.  

Section II gives a state-of-the-art analysis of the methods 
presented in [1]. Section III discusses the alternative designs for 
gain-equalizers as shown in [2] and [3]. Section IV concludes 
the paper.  

II. STATE-OF-THE-ART GAIN SHAPING TECHNIQUE 

    A wideband active equalizer in 0.25µm SiGe BiCMOS 
technology is presented in [1], which is packaged using in-
house Au-stud bump-based flip-chip bonding. The measured 
design achieves a positive slope of 2.03 dB/BW over the 
defined BW (5-to-13 GHz). 

A. Design Procedure 

To accommodate the core-chip blocks' typically negative 
gain slope of 1 dB/GHz, the active equalizer is divided into two 
sections. The first section amplifies the signal whose output is 
connected to a filter unit section, that has a linearly increasing 
gain. The design procedure starts by selecting an appropriate 
amplifier topology and a filter architecture to achieve the desired 
positive gain slope. Fig. 1 presents the schematic of the designed 
active equalizer. 

1) The Cascode Amplification Stage: To mitigate the 

filter section's loss, the amplifier in this stage should aim for high  

Fig. 1 Gain Slope Equalization [7] 
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gain and low noise in a wide BW. A cascode topology is 
preferred over the common-emitter (CE) method for its 
unconditionally stable high gain. It also lowers reverse 
transmission and enhances input-output isolation because there 
isn't a direct coupling from the output to the input[5]. As a result, 
the Miller effect is removed, leading to a substantially larger 
bandwidth. It results in increased noise and power dissipation; 
however, it can suppress the noise of the following stages due to 
a higher gain level [5]. The optimal device current density for a 
unit device is picked to achieve maximum gain at the upper end 
of the desired bandwidth range, i.e., 13 GHz. Generally, it is 
desirable to search for conditions at which the lowest value of 
the noise figure can be provided with a maximum associated 
power gain [6]. This means choosing a base bias for the lowest 
noise figure (NF) at 13GHz which assists the amplifier in 
achieving an increasing gain profile over the desired bandwidth. 
In the second step, the device size is selected to match the circuit 
to the noise source resistance keeping the current density the 
same. 

Except for the cascode stage's collector, the amplifier biases are 
supplied via active bias networks. For improved input voltage 
swing, the base bias of the CE biased stage is supplied by an RF 

choke inductor, 𝐿𝐶𝐻.  

2) The Filter Stage: A series RLC network is preferred 

for the filter topology because it offers greater return loss 

features and is more compatible with the amplifier transfer 

characteristic. The desired gain profile and the desired return 

loss BW cannot be achieved when the filter and amplification 

stages are separated. As a result, they must be designed 

consistently. Because the design procedure assumes a high 

output impedance for the cascode amplifier, small device sizes 

are used. At the output, an LC tank circuit is used, and its quality 

factor is reduced by 𝑅𝐿and the filter resistance 𝑅𝑁, to achieve 

the desired BW. The resonance frequency of the filter determines 

the component values of the design; explicit analyses are 

provided in [4]. With less RF feature degradation, the Au-stud 

bump-based flip-chip bonding can provide increased system 

integrity. 

B. Results 

The S-parameters of the equalizer are measured using a 
67GHz vector network analyzer. The measured results of the 
S21 parameter are shown in Fig. 2. It demonstrates the gain 
performance of the designed equalizer. The design achieves a 
linearly increasing slope gain with the required BW of 5-to-13 
GHz. It attains the 10.83 dB gain peak at 12.6 GHz. The 

measurements are taken up to 18GHz to demonstrate the 
negligible impact of the applied in-house Au-stud bump bonding 
on RF performance. 

III. ALTERNATIVE CIRCUIT DESIGN TECHNIQUES 

A. Tunable SiGe BiCMOS Gain Equalizer based on iNMOS 

The gain-equalizer demonstrated in [2] is implemented on a 
0.25µm SiGe BiCMOS technology using isolated NMOS 
(iNMOS) as a variable resistor. To the author’s best knowledge, 
this is the only method to use an iNMOS to obtain a tunable 
slope across the desired bandwidth. 

1) Circuit Description: The conventional gain equalizer 
topology is modified as shown in Fig. 5(a) to achieve the desired 
gain profile. The short-circuited quarter-wave transmission line 
is replaced with a parallel LC-resonator due to their comparable 
impedance behavior over frequency [2]. The S & Y parameters 
derived in [2] show that the tunability functionality can be 
achieved in two ways: by replacing the shunt resistor 𝑅𝑝  with a 

variable resistor or by having 𝐿𝑠 and 𝐶𝑠 such that they resonate 
at the same frequency. But, tunable inductors and capacitors 
consume more area and power. Hence, the first method is 
preferred and 𝑅𝑝  is replaced by an iNMOS-based variable 

resistor. The on-resistance of an NMOS can be calculated as 
shown in (1) while 𝑉𝐷𝑆  <<  2(𝑉𝐺𝑆  − 𝑉𝑇𝐻). As observed by 
the equation, the resistance of the NMOS is inversely 
proportional to the gate voltage (𝑉𝐺𝑆). This leads to an increase 
in the gain equalizer slope. 

 

                              𝑅𝑜𝑛  =  
1

𝜇𝑛𝐶𝑂𝑋
𝑤

𝐿
(𝑉𝐺𝑆−𝑉𝑇𝐻)

                      (1) 

 

Fig. 2. Topology of state-of-the-art active equalizer circuit [1] 

Fig. 3. The measured S21-parameters [1] 



Fig. 4(a). shows the cross-sectional of the iNMOS created by a 

deep n-well & body floating technique. This technique is used 

to improve the power handling capacity of the variable resistor 

along with reducing drain-body and source-body capacitances 

in an NMOS[7]. As shown in Fig. 4(b), the body diodes 𝐷𝑑𝑏 

and 𝐷𝑠𝑏 will turn on at the negative cycle of high power. The 

current through these diodes will increase smoothly because of 

high 𝑅𝑏 and the presence of 𝐷𝑝𝑛 and 𝐷𝑛𝑝 caused by the deep n-

well creation. 

2) Results: The designed tunable gain equalizer operates 

in the 8 to 12.5GHz frequency range as shown by measured 

results in Fig. 5(b). It has a positive slope of about 1dB/GHz. 

B. Tunable SiGe active equalizer using Transistor-Loaded 
RC Circuits 

The proposed equalizer amplifier in [3] realizes both positive 
and negative gain slopes in the same circuit. This brief will 
focus on the method used to achieve a positive gain profile 
within the 0.1 to 0.8GHz range. This design uses parallel 
RC circuits to achieve this gain profile. Fig. 6 shows the 
schematic diagram of the active equalizer. To obtain tunable 

positive/negative gain slopes simultaneously, transistor-loaded 
parallel RC circuits are used in the differential amplifier’s load 
and feedback routes (ZL and ZS).  The voltage gain Gv is shown 
in (2)  

                                 𝐺𝑉  =  
𝑅𝐿

𝑅𝑆
√

1+(𝜔𝐶𝑆𝑅𝑆)2

1+(𝜔𝐶𝐿𝑅𝐿)2                                         (2) 

ZL and ZS are assumed to be equal. Therefore, RL=RS and 
CL=CS. GV hence turns into unity. For RL<RS and CL=Cs, the 
active equalizer outputs a positive slope. The variable 
resistance is controlled by VC1 or VC2. R1 and L1 play the role 
of input impedance matching.  The measured gain is plotted in 
Fig. 7. The measurement was carried out at a supply voltage 
VCC of 2V with a control voltage VC1 of 2-3V, where a positive 
gain slope is obtained. The active equalizer has achieved a 
gain slope o f  +13.2dB/GHz over 0.1 to 0.8GHz. 

Table I shows a comparative analysis of the mentioned 
equalizers in this brief 

 

 

TABLE I  COMPARATIVE ANALYSIS OF MENTIONED GAIN EQUALIZERS  

 

Technology 

Operating 

Freq. 

[GHz] 

Gain 

Slope 

[dB/GHz] 

Gain 

[dB] 

Power 

diss. 

[mW] 

[1] 

SiGe BiCMOS+ 

amplification,filter 
5-13 2.03 10.83 46 

[2] 

SiGe BiCMOS + 

iNMOS based var. 

resistor 

8-12.5 1 -2.2 0 

[3] 
SiGe BiCMOS + RC 

Circuits 
0.1-0.8 13.2 <+10 n.r. 

 

Fig. 4. (a) Cross sectional diagram of an iNMOS [2] (B)Equivalent circuit 

model of iNMOS with body floating [2] 

Fig. 5. (a) Conventional and proposed gain-equalizer topology (b) 

Measured S21 result[2] 

Fig. 6. Schematic Design of Gain Equalizer using Transistor 

Loaded RC circuits [3] 



 

IV. CONCLUSION 

The SiGe BiCMOS active equalizer presented in [1], to the 
authors’ best knowledge is a state-of-art design with wideband 
and low noise features. It integrates a band-select filter and a 
cascode amplification stage to achieve a measured positive gain 
slope of 2.03 dB/GHz with 10.32 as the peak gain. It however 
has large power dissipation as compared to the other methods. 
An iNMOS-based variable resistor for a tunable equalizer is 
proposed in [2]. It shows a positive gain slope of 1dB/GHz 
within the 8-to-12.5GHz frequency range. The body-floating 
technique used in this method improves the power handling 
capability thus minimizing the power dissipation. The equalizer 
in [3] achieves both negative and positive slope gain of +13.2 
dB/GHz over 0.1 to 0.8GHz. This is done using transistor-
loaded parallel RC circuits. This design shows equalization at 
low frequencies making it unsuitable for ultrawideband 
applications  
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Abstract— In Order to match modern requirements on 
power Amplifiers for high efficiency and high linearity 
linearization techniques needs to be applied, as efficiency 
and linearity of a power amplifier is a contradiction. To 
achieve higher linearity predistortion can be applied. While 
digital predistortion is widely used in modern RF Power 
Amplifiers due to its performance benefits analog 
predistortion becomes more popular because of its 
Advantages regarding power consumption which becomes 
more and more a crucial factor in modern applications 
because of their handheld or small cell characteristic. This 
Paper provides an overview and comparison of the most 
popular analog predistortion concepts and their suitability 
for millimeter wave amplifiers.  

I. INTRODUCTION 

The linearity performance of RF power amplifiers has become 
one of the most important characteristics of amplifiers as it 
affects the efficiency, channel density, signal coverage and 
adjacent channel power ratio (ACPR). Particularly the third 
order intercept point (TOI) as a figure of merit is used to 
describe the linearity of power amplifiers. To develop power 
amplifiers with a high efficiency it is necessary to improve the 
linear power of an amplifier because with higher power the 
efficiency also increases. In figure 1.1 the output curve of an 
amplifier is shown. 

P o
ut
/d
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Pin/dbm  
Figure 1.1 Amplifier output curve with gain compression. 

 
The power added efficiency (PAE) can be used as a metric to 
evaluate the efficiency of an amplifier. In figure 1.2 a typical 
PAE curve is shown.  

Gain Pout

Pin/dbm

P o
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Figure 1.2: A typical PAE curve of an amplifier. 

 
There are different approaches on a system level to address the 
problem of linearization. One approach is the feedback 
technique with the disadvantage of a limited correction 
bandwidth due to delays in the feedback loop. To evade this 
problem signal predistortion could be applied. There are two 
categories of predistortion analog and digital. Compared to 
analog predistortion the digital approach has an outstanding 
performance advantage but with the never-ending hunger for 
communication bandwidth the digital approach becomes more 
complex and less energy efficient. Therefore, the analog 
approach becomes more and more interesting for modern 
higher frequency radios.  
  

Laura
Rechteck

Laura
Rechteck
Name



II. MATHEMATICAL POINT OF VIEW 

As described in [1] the nonlinear effects of a power amplifier 
can be modeled with the polynomial expression 
 

𝑦 =  𝑎 + 𝑎 𝑥 + 𝑎 𝑥 + 𝑎 𝑥 (1) 
 

With the signal x(t) two closely spaced tones are applied to a 
test amplifier 
 

𝑥(𝑡) = 𝐴 cos(𝜔 𝑡) + 𝐴 cos (𝜔 𝑡) 
 

Which results in  
 

𝑦(𝑡) = 𝑎 + 𝑎 𝐴𝑥(𝑡) + 𝑎 𝐴 𝑥 (𝑡) + 𝑎 𝐴 𝑥 (𝑡) 
 

By illustrating the output signal in frequency domain as shown 
in Figure 2.1 we can see that the third order intermodulation 
products (IMD3) are relatively close to the original tones so they 
can’t be easily eliminated by a band-pass filter. Therefore, it is 
crucial that the IMD3 products are minimized. 

A
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Figure 2.1 Frequency spectrum of the PA output [1]. 
 

The aim of every linearization method is to reduce the IMD3 
products by applying a signal in a way that the IMD3 products 
are canceled. In figure 2.2 this process is illustrated. 
 

 
Figure 2.2 (a) PA without PD (b) and with PD [1]. 

 

III. ANALOG PREDISTORTION CONCEPTS 

 

A. Diod based predistortion 

 

 
Figure 3.1 Diod based PD circuit [2]. 

 
Diode based pre distorter can be used for linearization of a 
saturating nonlinear amplifier. In [2] such a pre distorter is 
described for linearization of a GaN power amplifier in digital 
radio links. The aim of this technique is to curve fit the inverse 
characteristic of the power amplifier. This is achieved by 
approximation of the invers characteristic with a certain number 
of joined straight lines. In Figure 3.1 a example of such a 
predistortion circuit based on diode is shown. The number of 
strait lines for the curve fit equals the number of diodes. In [2] 
the described pre distorter was used to compensate the 
amplitude-amplitude modulation. The results showed that a 



3 db improvement of the overall characteristic cloud be 
achieved. Improvement in the QPSK an third order 
intermodulation performance could be achieved for output 
powers around 40 dBm. 

 

 Predistortion by using passive components 

 

 
Figure 3.2 A passive predistorted LNA[4]. 

 
The passive predistorter linearizes an amplifier by building a 
inverse funktion of the amplifiers nonlinearity. Therefore the 
IMD3 produkts are nullified. 
In [4] a 2.4 GHz cascode low noise amplifier LNA with a third 
order linearity enhancement is described. The enhancement is 
achieved by including a inductor 𝐿𝑔2 and a capacitor 𝐶𝑔𝑑2_𝑒𝑥𝑡 to 
the gate of the cascode transistor of the LNA. An improvement 
of 4.8 to 11.2 dB in third order linearity is shown. 

 

Variable gain amplifier, phasshifter and logarythmic amplifier 

 
In [1] a system with a Variable Gain Amplifier and a Variable 
Phase Shifter as a pre distorter for a wireless communication 
system is presented. In Figure 3.3 the block diagram of this 
system is illustrated. The log Amps and the phase detector are 
used to control the VPS and the VGA. This system was 
designed for LTE applications. A error correction of 5dB at 28 
dBm output power could be achieved. This system the VGA is 
used to compensate the gain error of the PA and the VPS is used 
to compensate the phase error. The log amplifiers and the phase 
detector are used to detect the representative error. 
 

 
Figure 3.3 Blockdiagram of a VPS and VGA based 

predistorer [1]. 
 

C. Multi Gate Transistor 

 
In [5] a linearized 35 to 39 GHz CMOS receiver for 5G 
communication is presented. In figure 3.4 the schematic of the 
linearized RF amplifier is shown.  
 

 
Figure 3.4 Linearized RF amplifier with a MGTR 

predistorter[5.] 
 
This technique uses a second transistor in parallel to the main 
transistor with a smaler gate bias voltage to cancel the 
nonlinearity of the amplifier. 
The work shows that the adjustment of the bias of the transistor 
M4 Vg2 the IM3 power decreases between 10 and 16 dB 
compared to the non linearized operation. 
  



 Comparison 

 
The presented techniques improve the linear performance of RF 
amplifiers but differ in their performance and complexity. Each 
of the presented techniques are tested with different frequencies 
and signal bandwidths. Therefor a direct comparison is 
difficult. The adjacent channel power ration (ACPR) is a figure 
of merit for communication systems. In [1] a ACPR of -39 dBc 
is achieved while in [4] a ACPR of -51 dBc could be achieved. 
It gets obvious that the predistortion technique should be 
chosen wisely on the application requirements like signal 
quality, power supply limitations and complexity. 
 

IV. PREDISTORTION IN MMW APPLICATIONS 

 
According to [6] modern digital predistortion gets to their limits 
in wideband applications. Analog predistortion on the other 
hand has good wideband capabilities causing popularity in 
modern wireless applications with up to 100 GHz. Especially 
in mobile or satellite communications where the highly efficient 
amplifiers are necessary because of power supply limitations. 
The paper promises an increase in linear power of up to 6dB 
which is a huge benefit in all applications. 
 

V. CONCLUSION 

Analog predistortion offers cost and power saving solution for 
linearity enhancement in RF amplifier applications. In this 
paper different analog predistortion concepts for different 
communication systems and subsystems are presented. Each of 
the presented concepts has its own advantages and 
disadvantages regarding performance and complexity. 
Choosing the right predistortion technique is a key factor for 
the system improvement. 
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Abstract—This research paper deals with the supply modu-
lation concepts that improve the efficiency of millimeter-wave
amplifiers which can be achieved by using load-modulated power
amplifier architectures. A digital equalization can be maintained
by introducing a time-variable linear distortion of the supply
modulator. There are numerous concepts for modulating the sup-
ply voltage of millimeter-wave amplifiers. We discuss theoretical
analyses of enhancing the efficiency of supply modulation by
several PA types. Doherty amplifier, outphasing amplifier, and
ET amplifier are three architectures that are most commonly
used to increase efficiency. In this paper, the basics of these
different architectures are discussed. In each category, a variety
of techniques are involved and they are also reviewed in this
paper. Furthermore, the advantages and disadvantages of each
method is discussed. In addition, the supply modulation concept
to improve the efficiency of a back-off power amplifier is
discussed.

Index Terms—envelop tracking (ET), Doherty, millimeter wave
(mmW), power amplifier (PA), supply modulator, power added
efficiency (PAE), peak average power ratio (PAPR), Monolithic
Microwave Integrated Circuit (MMIC)

I. INTRODUCTION

With the development of wireless communication systems,
high transmission speed will require a wideband frequency
spectrum in the fifth-generation communication systems (5G),
especially in millimeter wave (mmW) frequency. The fre-
quency range amounts to the band of the spectrum with
a wavelength between 10 millimeters (30 GHz) to 1 mil-
limeter (300 GHz). However, the complexity like 128QAM
or 256QAM will cause a high peak-to-average power ratio
(PAPR) which leads to more challenges in efficiency and
linearity. A variety of supply modulation techniques have
been developed for mmW amplifiers that allow extending
the useable frequency range of supply modulation into the
millimeter-wave range, even beyond 100 GHz .Traditional
PAs are easier but the supply-modulated PA systems are more
complicated. It is not easy to implement supply modulation
in a PA, because it involves more challenges. These factors
are the main reason to maintain the transmitter PA efficient:
(1) efficiency is not constant over output power; (2) highly
efficient PAs are nonlinear; and (3) RF load variations can
adversely impact efficiency [1]. Signals that result in high-
capacity communications, such as currently used LTE, tend to

result in high peak-to-average power ratio (PAPR) waveforms
the transmitter needs to amplify.

II. ENVELOP TRACKING (ET)

When the supply voltage continuously tracks the inputs
envelop the concept is known as envelop tracking. In the past,
we evolved bread-broad compounds for power applications
ranging from 10-200 W in the RF range below 6 GHz.
In recent times, our interest is changed to MMIC solution
that targets efficient solutions of satellite communication Ka-
band (17-20 GHz) and for 5G-FR2 in the mmW (24-26
GHz).The main advantage of envelop tracking is to enhance
the efficiency of a power amplifier which is used in wireless
system. To improve power amplifier (PA) efficiency at back-
off output power, envelop tracking (ET) architecture is one of
the most promising candidates. When ET PA is implemented,
the drain voltage is usually generated from the envelope of
the RF signal, which has a bandwidth of 4x- 8x greater than
modulated bandwidth, which places higher demands on the
supply modulator [2]. To reduce the requirements of the supply
modulator, several methods of generating bandwidth-limited
envelopes have been initiated. One of the methods is to limit
the slew rate of the envelope. It is also possible to use the low-
pass filters to narrow the envelope‘s bandwidth so that its value
is greater than that of the envelope by reducing the amount
of residue at the input of the modulator [2]. However, this
operation is impractical because it needs several iterations.Due
to the envelope bandwidth reduction, there will be additional
nonlinearities and memory effects, increasing the requirements
for digital predistortion compared to conventional ET PAs. The
linearity issue can be resolved, by introducing a dual-input
single-output (DISO) behavioral model, so that ET PA with
band limited can be achieved without the iteration [2]. This
approach minimizes the bandwidth requirement of the supply
modulator and sustains the efficiency of ET PA compared
with the de-trough envelope [2]. Moreover, the corresponding
digital pre-distortion and the bandwidth reduction technique
were demonstrated in the test bench, as shown in Fig 1. The
modulated supply bandwidth is 100 MHz and the envelope
swing range is from 2 V to 6 V [2]. Hence, the digital is
also validated to compensate for distortion introduced by band-
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Fig. 1. Test bench set up [9].

width reduction, providing a promising solution for wideband
mmW ET systems. The bandwidth of the envelope from 2x
to 1.2x the modulated bandwidth can be reduced by using
this method, but it does not reduce the efficiency of PA [2].
A drawback of the ET is supply output should be very low
noise, hence it is difficult maintain. Another disadvantage is
higher efficiency needed.

III. DOHERTY AMPLIFIER

Doherty PA are commonly used lower than 6 GHz to
improve power-added efficiency (PAE) for communication
systems. The black-box design method allows a network to
be synthesized from current and voltage behavioral bounds set
by the expectations of load-modulated Doherty-type operation.
However, the load-modulated Doherty-type MMIC amplifier
invented with a black-box method illustrates the first-pass
performance [3]. A load-modulated amplifier at 11 GHz,
shown in Fig.2 is designed in the 0.25µm Cree Wolfspeed GaN
process with 6x100µm slot vias (see Fig.2). It is tested with a
continuous wave signal and reaches a maximum output power
of 35.5dBm with 7.6dB of gain and 38% PAE, and at 7 dB
output power back off has 7.4dB of gain, 32% drain efficiency,
and 26% PAE. To overcome potential gain limitations at X-
band, the load-modulated Doherty-type PA designed in this
work employs an uneven split and additional gain in the
peaking path. Numerous Doherty examples are operating in
X-band, but recent redistribution and division of commercial
spectrum warrant further exploration of frequent scaling in
radar and remote sensing applications. In addition of gate-
supply modulation has been considered both in the Doherty
PAs and also for developing the linearity of ET PAs. The
harmonically injected PA is known as another type of PA.
The main advantages of this method are able to accomodate
signals with higher PAPR. It is also applicable for both lower
and higher power amplifier. The disadvantages are this circuit
is more complex and it has limited bandwidth.

IV. METHODOLOGY

This paper not only discuss about the three main architec-
tures but also discuss the different methods to enhance the
efficiency which can be seen below:

Fig. 2. A block diagram of the Doherty-type load-modulated PA [6].

A. Load Modulated Balanced Amplifier (LMBA)

The load modulated balanced amplifier (LMBA) approach
was implemented recently to label the bandwidth limitations
of Doherty and outphasing techniques, to improve efficiency
in back-off. A classically balanced amplifier with wideband
input and output quadrature couplers is known as LMBA (see
Fig.3) [4]. The terminated isolation port of the output coupler
is injected by a control signal, regulating the load extended
to the two devices, and generating an active and controllable
match [4]. The designed control PA and an input splitter are
used to obtain a modulated RF input control signal, which
is known as RF-input LMBA. The load modulation has wide
bandwidth and efficiency enhancement, hence this architecture
is attractive. The modulating supply voltage of the balanced
amplifier can be extended by the back-off efficiency of an
LMBA. Improved good linearity is obtained in between the
range of 9 and 12 percent when discrete supply modulation
is cooperating with digital pre-distortion of the wideband RF
input LMBA [4].

B. Conventional buck converters

A buck converter is an inductor that acts against the input
voltage. The main advantage of the buck-boost converter can
produce greater efficiency and lower operating cycles across a
wide range of input and output voltages. This type of converter
is used in variable applications because it has a better power
conversion system that extends the life of the battery and the
heating issue can be reduced. Another advantage of these
converters is with a small number of external components
both step-up and step-down voltages can be achieved. Hence,
it provides an adequate solution for smaller external. The
disadvantage of the conventional buck converters is the GaN
RF power technology is supported in n-type and is not
suitable for all types. This isolated driver becomes complex
for highspeed drivers, capacitive load is added to the switch
node of the supply modulator, hence it reduces the efficiency
of conversion. Where the converter operates in the reverse
mode of the system, hence this alternative method resolves
the previous issue.



Fig. 3. A block diagram of the load-modulated balanced amplifier (LMBA)
[3].

C. The Reverse Buck Converter (RB)

The reverse buck converter (RB) features a lower switching
propagation delay, which allows for improving closed-loops
control bandwidth. In RF PA, the transistor source is not
connected to a system ground but is connected to a floating
bias voltage. In such cases, it is hard to design the RF PA using
the reverse buck converter. A reverse buck converter topology
has been introduced for the foremost in dynamic operation
based on a wide-band supply-modulated system. The reverse
approach eases the performance of a GaN switch because it
operates relative to the ground, hence the isolated switch driver
has been eliminated. This causes small parasitic capacitance
and smaller delay but needs the use of a floating-ground RF
PA. The overall system power-added efficiency exceeds more
than 39%, which is a 10.7% points improvement compared to
the constant 40 V supply operation [5]. The related bandwidth
and power are equivalent to buck converter systems.

V. OUTPHASING AMPLIFIER

Outphasing amplifiers use phase-shift control of multiple
saturated or switched-mode branch power amplifiers (PAs)
to generate a modulated RF output. By using non-isolating
power combining, the branch amplifiers are affected by load
modulation, and that results in modulation of the system
output. Chrieix is one type of outphasing amplifier, which
converts the input signal of the modulated amplitude into
differential phase modulation. This modulates and controls
the output load and amplitude respectively. The efficiency is
achieved at low output powers by using this combiner. The
main advantage of discrete supply modulation is the reduced
dc power consumption is achieved by the internal PAs. It has
two PAs which are the same only in the case of outphasing and
it is different in load modulation and the output combiners.

Fig. 4. The output voltage of the four-discrete-level converter is optimized
for a 10-MHz LTE envelope signal and (inset) a photo of the GaN die. This
converter achieves 97.3% power-stage efficiency [6].

A. Four-level and eight-level supply MMIC

There are two monolithic microwave integrated circuit
(MMIC) multilevel discrete tracking supplies that have been
illustrated: a four-level supply and an eight-level, three-bit
supply. The four-level MMIC reaches higher than 97.3%
power-stage efficiency at a 3.5-W average output power level
for a 10-MHz LTE envelope signal [6] (see Fig. 4). The eight-
level MMIC supply traces an amplitude-modulated radar pulse
with a carrier frequency of 10-GHz. The ET continues the
high efficiency of both dynamic supply and the PA are tracked
by the ET, and modulated amplitude is introduced. The eight-
level MMIC integrated with the PA MMIC was also identified.
The covered noise signal of a band is limited by 250-MHz
and the reduced bandwidth can be traced on four levels, which
results in a 20 percent improvement in efficiency.

VI. SUPPLY MODULATION FOR IMPROVING
EFFICIENCY

Supply modulation is mainly used for broadband modulated
power amplifier systems for modern telecommunications sig-
nals with a PAPR. The problem occurred by using supply
modulation is the power dissipation in power amplifier with
fixed supply voltage (see Fig.5). The efficiency can be im-
proved in Doherty PA by a modulated main amplifier with help
of modulated supply. Moreover, this method is used in larger
back-off power levels. A Modulation of the supply voltage
allows for higher modulation bandwidths. This is known as
discrete level supply modulation (class-G) as shown in Fig.6.
In this paper, we already discussed both architectures. A draw-
back of supply modulation is unconstrained to the outputstage
drain of a multistage PA. For example, the efficiency can be
improved, when the modulation occurred concurrently for both
the drivers and final stage PA. In addition, another type of PA
being studied is harmonically injected, which operates one PA
in class-A mode while the other is operating on the second



Fig. 5. Power dissipation in power amplifier with fixed supply voltage [7]

Fig. 6. Power dissipation in power amplifier with two-stage class-G modu-
lation [7]

harmonic. When modulated supply is applied, this type of PA
reacts to produce high efficiency.

VII. CONCLUSION

There are a wide variety of methods exist for enhancing
the efficiency of mmW amplifiers by using supply modulation
concepts. Architectures that use, namely the envelop tracking,
the Doherty and outphasing amplifiers. First, the theoretical
limits of envelop tracking were discussed. The main supe-
riority is that the performance of ET is greater than other
architectures, and also good for a large range of output power.
A Doherty can adequately operate with the help of an ET
amplifier when the power variation is out of control. Following
are the disadvantages of Doherty PA : bandwidth limitation,
exact envelop cannot be traced when it has variable ET. An
increase in efficiency can be achieved only by reducing the
bandwidth. Furthermore, the modulated gate supply has been
injected both into the ET PAs to enhance the linearity and also
in Doherty PAs. A low-power injected circuit can be used, to
cut off the cost. The advantages and disadvantages of all the
methods were discussed, with this envelop tracking seems to
be more reliable for millimeter-wave frequencies. It is difficult
to provide a specific solution for all kinds of approaches with
variable frequency ranges, such as this paper is useful to find
an appropriate architecture.
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Abstract—The structure and construction of monolithic inte-
grated GaN bidirectional switches are discussed. The advantages
of using GaN MBDS in the high frequency and high power
applications in comparison with existing bidirectional switches
made of conventional Si and SiC devices are included. The
internal parasitic effects of monolithic integrated devices are
studied in detail and an overview on the solutions to eliminate the
instabilities in the device are provided. Finally the wide range of
applications using the GaN MBDS like matrix converters, AC/AC
current source converters, inverters etc, and their benefits are
reviewed.

Index Terms—BDS, GAN HEMT, Monolithic Bidirectional
Switches

I. INTRODUCTION

The novel multilevel converter topologies like T-type or
active neutral point clamped (ANPC) converters and matrix
converters consist of higher number of power semiconductor
devices and requires bi-directional current control. The us-
age of conventional devices for bidirectional current control
will increase the complexity of the system with increased
parasitic effects. The efficient switching operation of such
power devices at high frequency with the printed circuit
board (PCB) layout optimization is not the best solution for
reducing the ringing and overshoot, this would arise the need
for monolithic integration of devices. However, application of
monolithic integration scheme to bidirectional switches made
of conventional semiconductor devices can only minimize
the parasitic stray inductance in commutation loops, still the
increased conduction losses prevail.

The above challenges in usage of conventional bidirectional
switches are overcome by using monolithically integrated
bidirectional Gallium Nitride (GaN) switches. The bidirec-
tional GaN high electron mobility transistor (HEMT) provides
smaller commutation loops and shows on-state resistance
like that of a single unidirectional GaN switch. They can
conduct the current in both directions and block the voltage
in both polarities, based on the control signals at the gate
terminal of the device. The conventional silicon (Si) metal
oxide semiconductor field effect transistor (MOSFET) and Si
super junction MOSFET (SJMOSFET) are vertical devices,
whereas the GaN HEMT have lateral chip architecture. In
general, the lateral devices offer more degrees of freedom for
monolithic integration, which can be applied for improvising
the functionality of GaN HEMT power circuits.

II. MONOLITHIC INTEGRATED BIDIRECTIONAL GAN
HEMT

The regular bidirectional switches comprise of two different
unidirectional devices connected in anti-series with common
drain-drain or common source-source or common collector-
collector configurations [1], [2], [3]. The major drawback of
this implementation is that, the series connection of two power
devices doubles the on-state resistance, thereby resulting in
higher conduction losses compared to that of unidirectional
power semiconductor devices. In addition, the increased num-
ber of device count causes more commutation loops and thus
resulting in increased parasitic stray inductance in the com-
mutation loop. The identified monolithic integration of GaN
HEMT overcomes the stated disadvantages. The architecture
of GaN MBDS as in Fig. 1 (right) consists of two gates Ga,
Gb and additional source Sb which replaces the drain D in
unidirectional GaN HEMT as in Fig. 1 (left). The driving
scheme and external circuit are made similar to that of two
unidirectional GaN with common drain-drain node. As they
share a common drift zone, the length between two gates of
bidirectional device and length between the gate and drain
of unidirectional device are the same. Thus, the on-state
resistance of monolithic bidirectional switches(MBDS) GaN
are very less compared to the conventional series connected
two unidirectional transistors.

Substrate

Buffer

GaN channel

AlGaN barrierS

G

D

p-GaN

lGaGb

lGD

Substrate

Buffer

GaN channel

AlGaN barrierSa

Ga

Sb

p-GaN

Gb

p-GaN

Fig. 1. Cross section of unidirectional GaN HEMT and GaN MBDS (Adapted
from [4])

The advantages of GaN HEMT in comparison with discrete
Si devices are high breakdown voltage due to wide band gap
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and can be used for applications with high switching frequency
which results in reduction of size of passive components.
With low gate charge and very low area specific on-state
resistance, GaN HEMT are capable of high current density
with low switching losses. As stated in [6], the GaN HEMT
shows ten times higher switching speed in comparison with
the silicon devices. Also, GaN devices offer high efficiency
and high power density in the power electronic converters.
Regarding the application of GaN MBDS in the converters,
they have significantly smaller commutation loop and the
parasitic inductance as well related as stray inductance is
very low. Also, they have on-state resistance same as that of
unidirectional GaN transistors.

III. PARASITIC EFFECTS IN GAN MBDS

Though the monolithic integration of devices eliminates
the parasitic inductance in the commutation loop, still there
are different parasitic effects at the device level and here we
have an overview on two important parasitic effects namely,
dynamic on-state resistance (RDSON) and impacts of substrate
termination on the device.

A. Dynamic On-state Resistance

In comparison with the series connection of two separate
unidirectional GaN switches, the bidirectional GaN switches
offer nearly 48% reduced on-state resistance RDSON [4]. How-
ever in the dynamic condition, while switching the device at
high frequency and high blocking voltage, RDSON increases by
multiple factors. There are different factors that causes impact
on RDSON which are different off-state times, off-state voltage
at different temperatures, drain current at different temper-
atures and different switching frequencies. All these factors
are studied in detail by carrying out various experiments [7],
using three different devices namely normally off p-GaN gate
GaN HEMT, normally on GaN and super junction MOSFET
IPP65R125C7 (650V, 15A). The following are the important
notable facts for normally off GaN HEMT, on the investigation
of applied time of off-state voltage before turning on the device
the dynamic RDSON decrease with on-state time, it has been
observed that the dynamic RDSON increases with off-state drain
bias whereas in both the case the RDSON of super junction
MOSFET shows very less deviation [7]. For measurement of
RDSON transient for various on-state drain current, with the
increase in drain current RDSON increases [7]. While various
switching frequencies are applied from 50 kHz to 400 kHz, it
is observed that higher switching frequency and longer pulse
duration can cause the on-state resistance to increase with
30−40% higher at 400 kHz compared to switching at 50 kHz,
whereas for SJMOSFET only negligible increase is noted.

With the well-known double pulse test, it is noted that,
switching the device from high-bias off-state causes an in-
crease in on-state resistance of GaN switches. This phe-
nomenon can be explained by the trapping effects, however,
the impact of conduction loss in the on-state does not influence
the significant temperature increase, there is another effect that
occurs during the switching event which is the cumulative

trapping of hot channel electrons that can also be a reason for
the RDSON behaviour. The electrons trapping [10] in different
layers of GaN HEMT namely, 2DEG interface, AlGaN barrier
layer or GaN buffer layer, can also influence the increase in
RDSON. Two different states exists in trapping effects, one
is the deep-acceptor state [10] which captures the carriers
while switching on the device, this is responsible for the
increase in RDSON in the initial phase of RDSON transient
and other is the donor state [10] that causes decrease in
RDSON. The latter captures the carrier from the source or gate-
leakage current during high gate-drain voltage off-state. As
the temperature increases, more electrons from gate or drain
leakage current can occupy the trap states during off-state bias
leading to an immediate RDSON increase after being switched.
The dynamic RDSON can be reduced significantly by using
double heterostructure epitaxy without any doping or using
an iron doped single structure [10].

The hot electrons are the gate leakage electrons in the off
state, they are trapped in the buffer layer or the surface, which
reduces the channel carrier density resulting in the increase of
RDSON. From the experiment performed in [9] using p-GaN
gate AlGAN/GaN HEMT, the results show that the major
contributing factor for current collapse is high power states
during switching with different rise time and fall time with
constant off time. Also, from the accurate measurement results
of RDSON from [9], it has been observed that the module
without field plates have RDSON increased by 78% whereas,
with the field plate the RDSON can be increased by only 1.8
times. The reduction of current collapse while using the field
plate indicates that the trapping of hot electrons occurs near the
surface and not at the buffer. The prevention of hot electrons
from moving over to AlGaN barrier and getting trapped at
the gate edge is done by adding of field plate, which makes
a vertical electric field component to exist between the field
plate and channel in opposite direction.

B. Substrate Termination

1) Substrate loop: The monolithic integration of the gate
driver circuit and half bridge circuit as in [12], results in the
reduction of the parasitic inductance in commutation loop and
gate loop drastically. Still, instabilities are observed in the
device performance which would be due to the third loop,
namely substrate loop, where the substrate must be connected
to the source externally in the above monolithic integrated
system. The parasitic effect occurring in the substrate loop is
comparatively low in the individually packed devices where
the source and substrate are internally shorted. This parasitic
substrate-loop inductance [11] must be reduced for stable oper-
ation of the circuit without any steady-state high voltage oscil-
lations. In order to evaluate effect of substrate loop impedance
the experiment has been carried out in [12] and an interesting
fact has been identified that there is no intentional damping
of substrate-loop on packaging level, instead the resistance
of the power transistor or indirectly coupled gate resistance
dampens the oscillations in substrate. The chosen external gate
resistor not only optimises the gate loop but also the least



value ensures the stable operation with non-zero substrate-
loop impedance. Therefore, as a countermeasure, instead of
external source to substrate termination, a resistor RBS of low
value can be added in the substrate loop. Reference [12] also
shows that by increasing RBS, the oscillations in substrate loop
can be damped without altering the gate resistance. Despite the
merit, there is another drawback in adding the RBS, that is they
increase the switching losses to circuit as like RC snubber,
which would be major concern for soft switching topologies.

2) Methods of substrate termination: Despite the mono-
lithically integrated bidirectional GaN HEMT consisting of
two sub-switches constructed on the same substrate, the per-
formance of bidirectional switches should match with the
unidirectional switch with a guarantee on stable switching
and limited RDSON degradation due to back-gating effects.
Reference [13] studies about both active and passive substrate
termination, the latter one is with the substrate being left
floating or being fixed to one of the two source nodes and
former one comprises of auxiliary switches for controlling
the substrate potential with increased complexity and giving
additional parasitic impedance. Fig. 2 comprises of GaN
MBDS with gates Ta, Tb and auxiliary switches Aa and
Ab introduce on-state resistance in the substrate loop, which
will be the main contributing factor for RBS, and also these
switches increases the chip size without increasing the current
capability of transistors. In [13] four different systems are

Ta

Aa Ab

Tb

ZBS

Fig. 2. Bidirectional GaN HEMT with auxillary switches (Adapted from [13])

undergone experiments, which uses bidirectional and unidi-
rectional switches with two systems each, a double pulse test
and continuous pulsed operation test with resistive substrate
termination are carried out. With the passive termination, it has
been observed that, by connecting the substrate to negative DC
potential, there is a dynamic increase of RDSON to a limited
extent, by leaving the substrate to float, there is prominent
degradation of RDSON, and by connecting the substrate to drain
potential as in unidirectional transistor, there is tremendous
increase in RDSON. However, by connecting the substrate to any
of the sources would have controlled RDSON in one direction
and severe degradation in other direction, whereas using a
floating substrate have symmetrical behaviour which can be
used in applications where efficiency is not the main concern.

An external resistor is connected between source and sub-
strate, in order to emulate the on-state resistance of auxiliary
switches, the test has been carried out for various values of RBS
and observed that the Bidirectional switches have minimum
RDSON for RBS= 2Ω [13], this optimum value independent on
blocking voltage and load current. On comparing the results

from double pulse test and continuous pulsed operation, the
optimum range for RBS for the latter is slightly higher than the
former. Using the optimized value of termination resistance at
the substrate, around 7% of RDSON is reduced which thereby
reduced the conduction losses noticeably. Thereby, the on-state
characteristics of both unidirectional and bidirectional HEMT
are influenced by the substrate termination.

IV. STATE OF ART CONVERTERS

One of the typical applications is the matrix converters,
which directly converts the AC to AC with significant re-
duction of operation loss compared to that of conventional
AC/DC/AC converters. These matrix converters achieve high
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Fig. 3. Characteristics and configuration of GaN MBDS and IGBT-based
bidirectional switches (Adapted from [14])

power conversion efficiency without the power factor control
circuits. The important component of this matrix converter is
the bidirectional switches, consisting of series or anti-parallel
connection of two Insulated Gate Bipolar Transistors (IGBTs)
and Fast recovery diodes (FRDs) as like in Fig.3, these
conventional bidirectional switches are larger and provide
more conduction losses. The integrated technology of GaN is
capable of fast switching with very less parasitic inductance.
In [15] a very compact matrix converter is realized in a size
of 25x18mm2 using a GaN integrated chip and this size
is equivalent to about one-thousandth of the existing three
phase matrix converter which is about 30x50 cm2. As the GaN
bidirectional switches doesn’t depend on the voltage offsets
for conducting the current, the proposed 3x3 matrix converters
[14] composed of GaN switches are in compact size providing
highly efficient conversion of AC to AC with 98% efficiency
at 1 kW output power which is very high in comparison with
IGBT based matrix converter. The used GaN switch [14]
is made of a recessed gate constructed by p-GaN/i-AlGaN
regrowth technique, which reduces the on-state resistance. The
results from [14] shows that the operation loss of GaN-based
matrix converter is reduced by half in comparison to IGBT
based matrix converter, in which the reason for the drastic
reduction of conduction loss is the reduced on-state resistance



and elimination of forward voltage offset. The used GaN
switches can carry current up to 100A and the system can
achieve high output power in range of 10 kW.

M-BDS
n

S1,M

S1,L

S1,H

CDC

CDC

Fig. 4. Construction of TT bridge-leg with 600V GaN-MBDS and two
1200V SiC MOSFETs(Adapted from [16])

Another notable application is the T-Type (TT) power factor
correction (PFC) rectifier and inverter system. In T-Type PFC
rectifier and inverter systems, T-Type bridge legs [16] extends
the half bridge to possibly connect switch node to DC link
midpoint and this realizes three output voltage levels, which
requires to block the voltage in both polarities and conduct
the current in both directions. In [16] the system makes use
of 600V/140 mΩ GaN MBDS and the performance has been
evaluated by carrying out the calorimetric measurement of
TT bridge-leg of a system. This TT bridge-leg comprises of
Silicon Carbide (SiC) MOSFETs connected in half bridge
configuration and GaN MBDS connected to DC link midpoint
Fig. 4. These switches are paired with similar RDSON and
calorimetric measurement is carried out for the commutation
cell. The proposed system [16] could achieve more than 99%
for power density up to 15W/l.

V. BENEFITS OF MBDS IN AC-AC CURRENT SOURCE
CONVERTER IN COMPARISON TO VOLTAGE SOURCE

INVERTER

The voltage source inverter is challenging because of the
complex current ripple waveform, this inverter is made of
GaN based three level ANPC voltage source converters (VSC)
[8]. In comparison with SiC MOSFETS, the GaN enable
these multilevel inverters to switch faster thereby reducing the
size of reactive components. Despite the advantages, the high
frequency switching is in the range where the electromagnetic
interference (EMI) standard is applied. The studies in [8] make
use of 650V, 60A GaN-FETs, the major contributor to the
switching loss is the output capacitive switching loss. The GaN
FET is operated at 200 kHz, where the converter side inductor
size is reduced but the filter has been changed to two stages
instead of a single stage.

The AC-AC current source converters are the alternative
for voltage source converters, since they provide output volt-
age continuously with very less effort for filters. And this
converter removes some issues like high frequency motor

losses, the requirement for expensive shielded cables, long
motor cables and, common-mode currents which damages
the motor bearings. The usage of wide band gap devices
decreases the switching frequency and increases the efficiency
by using two-third pulse width modulation for current source
rectifier (CSR) or current source inverters (CSI). In [5] the
proposed system makes use of 600V, 140mΩ GaN MBDS,
this completely removes the structural drawback of current
source converters (CSC). It has been observed that operating
a CSR or CSI in 2/3 PWM can cause a reduction of switching
losses by 33%. The commutation cell consists of three MBDS
where two of the switches in the half bridge undergo active
switching whereas the switch connected to DC link midpoint
undergoes passive switching. They carry out the calorimetric
measurement for CSC commutation cell which includes also
the losses from the passive switch. The impact of losses from
passive switch is added to the switch that has been hard turned-
on and efficiency of 98% is achieved for operating at switching
frequency of 96 kHz for driving a 200V motor at 1.5 kW
nominal power, using the GaN MBDS and proposed synergetic
control of AC-AC CSC as shown in Fig. 5.
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Fig. 5. AC-AC CSC with filter capacitors on AC-side (Adapted from [8])

VI. CONCLUSION

The bidirectional switches composed of conventional Si
semiconductor devices like IGBTS and FRDs would result
in increased device count, increased gate loop complexity
and increased conduction losses. The GaN MBDS offers low
RDSON, higher switching frequency, higher power density and
higher efficiency in comparison with conventional bidirec-
tional switches. Despite the advantages of GaN MBDS, the
parasitic effects like dynamic RDSON and substrate termination
within the monolithically integrated device would be the major
challenge to be faced to develop a stable device. The dynamic
RDSON being dependent on various operating conditions, RDSON
can be reduced by using double heterostructure epitaxy or
field plates. Also terminating the substrate loop with suitable
RBS, the oscillations in substrate loop can be damped, as
well as RDSON is optimised to minimum. If one such stable
GaN MBDS is used as a bidirectional switch in any power
electronic converters, it would have higher efficiency in their
category and also be compact in size.
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Abstract—Gallium nitride (GaN) based power devices are
rapidly being adopted due to their ability to operate at fre-
quencies and switching speeds beyond the capability of silicon
(Si) power transistors. Using GaN high electron mobility tran-
sistors (HEMTs) in high current applications, such as pulsed
power modulators for particle accelerator systems, requires
the parallelization of multiple devices. In order to achieve a
dynamically balanced current distribution between the parallel
devices, synchronized gate voltages are crucial. In this paper, we
will discuss different topologies of GaN transistor parallelization
in terms of complexity, efficiency and the effective output voltage
and a multi-phase converter circuit using GaN. Furthermore, we
will discuss a parallelization design, which has the best outcome
among all the listed methods.

Index Terms—GaN, parallelization, multi-phase.

I. INTRODUCTION

GaN devices are becoming extensively popular in the mod-
ern world due to characteristics like low switching losses,
low drain to source on resistance (RDSon), low parasitic ca-
pacitances, high critical field strength and absence of reverse
recovery effect. This is ideal for hard-switched, high current
and low voltage converters for electro-mobility and hybrid
transformers. One of the main challenges in using GaN HEMT
is the parallelization concept to increase the current in the
circuit and to reduce the conduction losses in the process.
These are mainly required in low voltage applications for
which GaN power modules are not available in market yet.
The parasitics in the gate loop causes severe damages to the
circuit while paralleling. Current sharing must be symmetrical
in all sense during the switching transient. In this paper,
we will be going over different concepts and topologies in
GaN parallelization. In section II, we go through different
possible topologies of GaN parallelization. Section III shows
the current state of the art in parallelization. A very detailed
design of each aspect of a parallel GaN circuit is explained
in section IV. Section V deals with a thermal simulation
performed on a four GaN paralleled system. We discuss
various limitations and remedies of parallelization of GaN in
section VI. Finally, we conclude the paper by analyzing an
example of the multi-phase operation of GaN using a buck
converter circuit in multi-phase configuration.

II. TOPOLOGIES OF GAN PARALLELIZATION

A half-bridge circuit consists of two switches, in this case
two GaN transistors, one on the high side (HS) and the other

one on the low side (LS) of the load. In general, four different
arrangements for paralleling half-bridges are possible[3]. Half-
bridge drivers with one channel for the upper and lower switch
are considered in this paper to allow dead times in the range
of 10 ns. The classification is done based on the gate driver
connection and the load inductor connection.

A. Multi-phase topology

Fig. 1 shows two configurations with individual inductor
load. In the first configuration, each HS switch and each LS
switch in the parallel connection has a separate gate driver
circuit. In the second configuration, all HS switches share
a common gate driver circuit and all the LS switches share
another gate driver circuit. Individual output inductors for each
half-bridge eliminate the problem of current sharing during
switching transients as long as current sharing is achieved
in steady state. The advantage of having a common gate
driver circuit is that the half bridges currents and voltages can
be controlled synchronously. However, the large number of
connectors and inductors increases the mechanical complexity
for a high number of parallel half-bridges

Fig. 1. Paralleling half-bridges with multiple load in multi-phase configuration
1⃝ with separate gate drivers 2⃝ with common gate drivers[3]

B. Common load topology

All the half bridges are connected to a common output
inductor. If the half-bridges share a common output inductor,
the gates of all parallel half-bridges must be controlled syn-
chronously to enable an equal current sharing during switching
transients. Due to component tolerances and jitters, this can
only be ensured with a common gate driver (Fig 2) since gate
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driver integrated circuits (ICs) with output synchronization
are not available yet. Consequently, Fig. 2.4 is the preferable
arrangement for paralleling GaN half-bridges with currently
available devices.

Fig. 2. Paralleling half-bridges with common load topology 3⃝ with separate
gate drivers 4⃝ with common gate drivers[3]

III. STATE OF THE ART

The fourth topology shown in fig. 2.4 is the most ideal case
for parallelization and is now utilized as the state of the art
concept. The currently available and efficient technology of
GaN parallelization is the GaN PX package which has been
developed by GaN Systems. In [3], we discuss the detailed
design of the circuit based on the above topology.This package
greatly improves the paralleling performance and stability
compared to the tradition GaN package due to the following
reasons. The PX package has very low source inductance when
compared to the traditional package and immensely improves
the paralleling performance. The PX package provides dual
gate pads for easier layout and reduces the total size of gate
drive loop in the design and creates a symmetry in the loop
for parallelization[6]. Furthermore, the package has positive
RDSon coefficient, thermally stable gate threshold voltage and
negative temperature coefficient of trans-conductance.

Fig. 3. GaNPXT package GS66516T (650V/25mΩ )[6]

IV. PCB LAYOUT DESIGN FOR PARALLELING GAN
A. Gate loop design

The main aim of this design is to minimize the total
parasitic inductance and to divide the existing parasitics

equally between each paralleled GaN HEMT. This ensures
equal distribution of the gate voltage among the paralleled
GaN HEMTs. This comes into relevance especially during
fast switching cases. Star connected gate traces can be used
for achieving equal length and hence approximately equal
parasitics from the driver to gate pads of each GaN HEMT
of the parallel design. The dual gate driver pins are internally
connected that only one needs to be supplied with the gate
input voltage. For example as shown in Fig. 4, only two gate
loops are required to drive a 4-GaN paralleled circuit. The
Kelvin Source (KS) pins reduce the coupling between power
loop and gate loop. Now in-order to minimize the gate loop
inductance, we increase the trace width of the current loops
with adjacent current conducting layers. Due to this, we will be
able to use a small external damping resistance and therefore
achieve faster switching speeds.

Fig. 4. Symmetric gate driver loop with minimized loop inductance[4]

B. Power loop design

The key factor in the power loop design is to achieve
equal parasitics in each GaN HEMT branch. This gets rid
of transient current imbalances which further improves the
switching speed. The relevant parasitics are depicted in Fig. 5.
Certain methods to achieve symmetry and minimize parasitics
are, fine tuning of the wire bond lengths of each semiconductor
chip and using discrete semiconductor devices[4].

The switching cell of the power loop includes a heat sink
for limiting the power loss of the cell. The isolated power
supply tends to block the air circulation. This can be prevented
by by placing the power supply at the back side of the PCB
and attaching the heat sink on the top side. The unique heat
sink design is depicted in figure 6[2]. Heat can be dissipated
effectively by controlling the airway. Epoxy insulation is used
to insulate the screws used to attach the heat sink to the PCB.

V. THERMAL SIMULATION OF THE DESIGN

A thermal simulation is performed on a four-GaN paralleled
system with two half-bridges. The ambient temperature is
taken to be 60◦C. A similar junction thermal resistance is
assumed to determine the loss dependency due to a slightly
asymmetrical layout. The power loss is determined at steady
state after 0.6ms[8]. The actual experiment was carried out and



Fig. 5. Power loop design including layout parasitics (a) Top view and (b)
cross sectional view[4]

Fig. 6. Unique heat sink design of the switching cell[2]

it was found that the actual temperatures were lower than the
simulated temperatures but the temperature differences were
comparable. Due to the comparable high parasitic inductance
and resistance between the transistors, Low side driver of the
second branch therefore suffers higher loss power and is reach-
ing a temperature of 69◦C, which was already observed in the
comprehensive simulations, where the device temperature was
nearly constant. The low-side driver of the first branch again
is approximately 12K colder.

VI. LIMITATIONS OF PARALLELIZATION

A. Unsymmetrical PCB Design

Because of the high voltage and current transients of GaN
HEMT switching, the parasitic inductance of the PCB traces
is critical to the GaN HEMTs safe operation and the electro-
magnetic induction (EMI) noise control of converter.[1] Sev-
eral compact layouts for paralleling bare die E-mode GaN
devices are demonstrated, with minimal parasitic inductance.
High device switching speed and considerable device package
size are the limitations for the PCB layout design. A com-
monly used half bridge gate driver chip is utilized for the

Fig. 7. Thermal steady state simulation after neglecting the influence of
thermal interface material and heat-sink[8]

phase leg design. The circuit layouts are shown in Fig. 8a and
8b respectively. By increasing the number of devices in the
circuit, the main loop layout will possess certain constraints. In
case of the parallel configuration, the loop inductance in each
parallel device becomes unsymmetrical due to the presence
of decoupling capacitors. This leads to unbalanced values of
peak current and voltages on the paralleled GaN HEMTs.

Fig. 8. Phase-leg circuit (a) the single GaN HEMT layout, and (b) the parallel
GaN HEMTs layout[1]

B. Gate Drive Signal Mismatch

The mismatch of the gate drive signals leads to dynamic
current sharing with the paralleled GaN HEMTs. Even if
the paralleled devices share the same gate drive chip, signal
mismatch rises as a result of gate drive circuit impedance
mismatch. All the components inside the gate drive circuit
needs to be carefully selected and placed, including the gate
resistor, the ferrite bead, the diode and the parasitic inductance
of the PCB trace[1]. When paralleling a large number of
devices, unique gate drivers should be supplying each of



them. The single stage common emitter buffers should be used
instead of a complete gate driver chip[1].

C. Miller Turn-on

When one switch of the half bridge is turned on by hard-
switching, the drain-source voltage VDS of the second switch
increases, which in turn leads to an increase in the drain-
gate voltage. A drain to gate current iDG flows through the
Miller capacitance CDG as illustrated in Fig. 9. The share of
iDG charging CGS is proportional to the total impedance of the
gate turn-off path and hence the half-bridge becomes more
susceptible to unintended turn-on. This destructive event is
called Miller turn-on. The total turn-off impedance comprises
the internal driver resistance RDrOff, the external gate turn-
off resistance RGoff, the gate loop inductance LG and the
internal gate resistance of the GaN device RG,GaN. Presence
of larger turn on resistance RG,on will reduce the occurrence
of Miller turn on but may lead to increased switching losses.
Another alternative to prevent this destructive event is to
provide bipolar gate voltages.

Fig. 9. iDG partially charges CGS. Depending on the impedance in the turn-off
path, this can result in an unintended turn-on of the turned-off device[3].

VII. EXAMPLE OF A MULTI-PHASE CONFIGURATION OF
GAN

An example of multi-phase operation of GaN can be ex-
plained in a multi-phase buck converter. In a buck converter,
there are three main electrical components: a switch, such
as a insulated gate bipolar transistor (IGBT) or Metal oxide
semiconductor field effect transistor (MOSFET), a diode, and
an inductor. There are different configurations of how buck
converters look, but the most common setup is shown in figure
10. Through rapid switching, this design can achieve a voltage
step-down, from source to load, in an efficient manner[5]. This
design can be repeated to higher number of phases to reach
higher load current specifications as well. The iterations of
these stacked circuits, shown in figure 10, are referred to as
“phases”.

In a multi-phase buck converter design the “power stage”
of each phase is paralleled together to supply a common
load. The power stage in a buck converter is composed of
the high-side and low-side switching device, and the inductor
for smoothing the current. In a synchronous buck converter,
the low-side switching device is a transistor which works
as similar to a diode. When the power stages are paralleled
together, each phase carry a portion of the overall current
that is being delivered to the load[5]. The multi-phase buck

Fig. 10. A Multi-phase Buck converter circuit with GaN switches[5]

converter improves the overall power efficiency of the point-
of-load (POL) system by evenly spreading out heat dissipated
in the design, as opposed to a single-phase design with one
centralized source of heat.

VIII. SUMMARY AND CONCLUSION

The paper presents detailed summary of all aspects of
Parallelization of GaN transistors. GaN HEMTs are now
preferred over traditional Si and SiC MOSFETS because of
their operating frequency ranges and high switching speeds.
The main motive of parallelization is to utilize GaN transistors
in high current applications. A proper design of the paral-
leled GaN circuits is mandatory to overcome the limitations
mentioned in this paper. Furthermore, we discuss different
topologies that can be realized and concludes by choosing
the most efficient topology based on gate driver and load
symmetries. Symmetry is more intensively discussed in this
paper whether it is in the gate loop or in the power loop. A
small difference in any characteristics in the parallel branches
may lead to severe consequences like damage to the device
and must be prevented at all cost. The paper describes the state
of the art system of parallelization of the device based on the
most efficient topology. The PCB designs of the gate loops and
power loops are designed by considering all possible parasitics
and discusses different ways to minimize them. Finally, we
discuss a multi-phase operation of GaN HEMTs which is an
alternative concept of parallelization by differentiating each
branch into a separate phase. This paper can be taken as a
base reference for all future possible developments in GaN
parallelization.
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Abstract—This paper is a review on the use of variable
gain amplifiers and automated gain control in microwave and
millimeter-wave monolithic integrated circuits (MMIC) Research,
summarize and compare state-of-the-art circuit design techniques
in MMICs to realize VGAs AGC implementations for different
semiconductor technologies (Si CMOS, SiGe BiCMOS, III-V
compound semiconductors GaAs, InP, GaN)

Index Terms—Monolithic Microwave integrated circuits
(MMICs), Variable Gain Amplifier(VGA), Automated Gain Con-
trol (AGC), Low Noise Amplifier (LNA), High electron Mobility
Transistors(HEMT)

I. INTRODUCTION

Amplifiers in play a fundamental role in wireless com-
munication links. With time-varying link parameters like the
free-space path loss, atmospheric attenuation, or modulation
formats, To run the link at its best efficiency, such as achieving
the highest data rate or the longest transmission distance, it is
preferable to change the output signal power or the reception
gain.it is advantageous to adjust the transmit power or the
receiver gain to operate the link at its optimum performance,
e.g. achieving maximum data rate or transmission distance. To
achieve this functionality, variable gain amplifiers are used, as
the name suggests it’s an amplifier with the gain controlling
feature. A VGA is an attenuation network, which decreases the
maximum gain of the amplifier or adds another block specified
gain stage based on a control signal that either increases
or decreases the gain. Hence a VGA should have three
components 1) Gain stage(s) as its core. 2) A network that adds
or subtracts gain to total output gain. 3) A control signal which
varies the total output gain of the VGA. A desired function
in wireless receivers is AGC because the power received from
the wireless channel is varying with time. The AGC circuitry
maintains a fixed output signal amplitude with input signals
of variable amplitude, such VGAs are embedded into an AGC
in conjunction with e.g. power detectors and digital control
circuitry. This concept of AGC in receivers is applied to
transmitters as well, where the transmitter has to maintain
the desired output power, Ex: In mobile phones monitoring
transmitted power. AGC-equipped variable gain amplifiers are
utilized in a range of communications and remote sensing
devices. For signal chains that demand a high dynamic range,
variable gain amplifiers provide unparalleled performance.
VGAs have been used to give industry-leading performance

Fig. 1. Conventional AGC loop.

in applications such as voice processing, ultrasound, radar,
LIDAR, and wireless communications.

II. VGA IMPLEMENTATION TECHNIQUES

There are many different ways in which a VGA can be
implemented: 1) A open or closed loop system. 2) Analog or
Digital control voltage. 3) Use of non-linear components (Ex:
BJT or MOSFET) or passive components in a feedback loop.
VGAs are mostly implemented with linear components such
has resistors and capacitors in binary-weighted or digitally
switched network, references [2], [5], and [14] demonstrate
this technique is depicted in Fig (2). A Wide-band variable
gain low noise amplifier using a ladder attenuator with a gain
range from 0 to 40 dB is voltage controlled resistor ladder
network [5] is an example for an open loop system.

A programmable gain/loss circuit using an 8-bit digital word
providing up-to 256 0.l- dB steps in gain or loss fabricated
on 3 µm n-well process with a maximum gain of 25.5 dB
is designed in [2] using a resistor network is an example
for closed loop system. In the above three examples, it can
be seen that the control signal is a digital signal switching
ON/OFF a certain branch of the network to control the total
gain of the VGA. Though conceptually simple and appealing,
the preceding method for producing VGAs in CMOS is made
possible by the easy accessibility of analog switches and
precisely ratioed capacitors. It does have some restrictions,
though. The ratio of maximum to minimum, or spread, of
feedback element values increases exponentially and may
occupy a significant chip surface when a wide decibel range
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Fig. 2. (a) Closed loop VGA circuit of a 5 bit stage. [2] (b) VGA circuit of
6 bit switched capacitor. [14] (c) Open loop VGA circuit with discrete step
scheme. [5]

of adjustable gain is needed. The operational amplifier must
be corrected for stable operation in feedback, which further
limits the frequency of operation. [10].

The utilization of non-linear components directly in the
signal channel has been a recurrent theme in the implemen-
tation of voltage-controlled amplifiers. Ex: wide-band VGA
often invokes the exponential IC-VBE /ID-VGS relationship
in a BJT or MOSFET to implement a controlled current
fork or a transistor multiplier core [5]. Bipolar ICs have
developed a traditional method suitable for broad dynamic
range and wide-band VGAs. The Gilbert gain cell, whose gain
is precisely controlled by the ratio of bias currents, serves as
its foundation. Trans-linear circuits are those that make use of
the bipolar transistor’s exponential I-V characteristic, or the
linear dependence of transconductance on bias current. It has
been implemented to use a variable gain amplifier (VGA) with
a gain range of 50 dB in a standard 3 µm CMOS process using
parasitic lateral and vertical bipolar transistors to form the core
of the VGA circuit [10].

The transconductance (superscriptsgm) dependency of
superscriptsVG or superscriptsVDD is used in conventional
variable gain FET amplifiers. The typical drain-voltage con-
trolled VGAs, such as cascode amplifiers and twin gate
amplifiers, are gain control amplifiers. In reference [9], a
new variable gain amplifier is suggested as a solution to the
aforementioned issues. Fig. 3 depicts the amplifier’s funda-
mental setup. Capacitors, fixed resistors, matching networks,
a FET for amplification, a FET for a varistor, and a FET
make up the amplifier. Variable negative feedback is employed
by the amplifier. The linearity of amplifiers can be increased

Fig. 3. (a) VGA designed using Gilbert cell [10] (b) Conventional cascode
VGA circuit (c) Proposed design in [9] for low distortion VGA.

using negative feedback. The FET varistor’s control voltage
(superscriptsVcont) can be adjusted to modify the gain. Strong
negative feedback occurs when the varistor is adjusted to a
low resistance value, compressing the amplifier gain ( [9]).

In [13], As depicted in Fig. 4(a), a variable gain mixer
is suggested that operates from RF frequency range of
18-33 GHzin the 0.13 µm SiGe: BiCMOS technology. A
micromixer structure, as opposed to the conventional Gilbert
cell, is chosen as the mixer core due to its superior linearity
performance. Additionally, it does away with the necessity for
any input balun, conserving chip space. NMOS transistors
acting as a variable resistor and consuming no additional
power regulate the mixer’s gain. As a result, the VGA can
be removed from the receiver to save energy. The linearity
of the output buffer is the only constraint on the mixer gain,
which has a range of -10 dB to 15.5 dB and a maximum input
1 dB compression point (IP1 dB) of -10 dBm.

Due to its advantages of having a large bandwidth, 5G
mm-wave communication has recently attracted attention from
all around the world. By combining the phase and acquiring
control capabilities to reduce the sidelobe and take into con-
sideration path loss, the phased array transmitter and receiver
design may be created. Variable Gain Low Noise Amplifiers
(VGLNAs) and Variable Gain Power Amplifiers (VGPAs) have
been developed in response to the aforementioned specifi-
cations (see references [18] and [21]). These amplifiers are
preferred because they have phase inverting capabilities and
minimal phase variation, which simplify the complexity of
the system calibration. A Phase-Inverting Variable Gain Power
Amplifier in 65 nm CMOS for 5G Communication is shown
in Reference [21]. The VGPA achieved the dB-linear gain
control features as well as 180°phase inversion by using a
Gilbert structure-based VGA stage. With a dB-linear gain
tuning range of 5.6/5.2 dB, this VGPA produces a maximum
gain of 38.7/38.9 dB. Additionally, its phase inversion error is
less than 5.9°, and its RMS phase error from 38 to 43 GHz is
less than 3.6/2.2°. In the Gilbert-based cascade gain stage, four
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Fig. 4. (a) VGA designed has mixer [13] (b) VGA with analog current steering
(c) VGA with digital current steering [17]

common-gate transistor units of various sizes are introduced in
tandem. The associated transistors are activated or deactivated
using the digital control bits, resulting in the effective total
transistor width size (Wa and Wb) having various ON/OFF
states.

A digital gain control and low phase variation 40-GHz VGA
with 4-bit is designed and manufactured on the 65-nm CMOS
technology, according to reference [17]. The VGA’s measured
gain ranges from 22 to 6 dB at 40 GHz and has 16 distinct

linear-in-decibel gain levels. The standard analog form of
current guiding VGA is composed of a cascade configuration
(M1 and M2) with a supplementary current steering transistor
M3, whereas the digital copy of current guiding design is
offered as indicated in Fig. 4(b) (c). The device M3 can be
broken down into numerous transistor cells (M3n, n = 1
to n) using digital control voltage (M3n, n = 1 to n). By
selecting the size of such device cells, one may determine the
magnitude of the directing current of M2. By adjusting the
size of these device cells, the value of M2’s steering current
can be controlled, and a linear-in dB gain change characteristic
may be accomplished.

III. AGC IMPLEMENTATION TECHNIQUES

AGC circuit’s principal function is to maintain a virtually
constant output level regardless of the strength of their input
signal. Since the invention of radio transmission, these circuits
have been in use, and they have frequently been designed
using empirical principles. Although their performance and
design have improved since then, in most cases their behavior
is still enough for the emergence of new and more demanding
systems. For applications requiring jitter correction via the
linear mode functioning of equalizers, deciding circuits with
flexible dynamic range, and sensibility improvement utilizing
automatic threshold modification, an AGC is frequently pre-
ferred over a simple limiting amplifier. [11]

The forward path also includes two post amplifiers to boost
bandwidth and sensitivity, a VGA for gain adjustment, an
exponential voltage generator to convert control voltages in
to one of differential exponential gain control voltages, a dc
offset canceller with such a common-mode voltage adaptation
system to cancel the offset voltage and correct the common
mode voltages to an adequate point, and a test buffer to
drive a 50Ω off-chip load. The suggested PD extracts the
output signal’s amplitude linearly in the feedback channel. The
integrator then adds up the difference between the output of PD
VPD and an internal reference voltage to produce the control



voltage. VREF must be generated by a reference level shifter
(Ref. Level Shifter) in order to automatically attain the same
proportional coefficient as VPD because VPD is proportional
to the output signal amplitude. When powered by a 1.2-V
power supply, the AGC uses 72 mW.This does not include
the output buffer that powers the 50Ω probe. From 200 kHz
to 7.5 GHz, the 3-dB bandwidth is available. The gain of
the variable-gain amplifiers (VGA) is adjusted by feedback
loops in conventional closed-loop analog AGCs to achieve
the required output signal intensity. The signal amplitude is
commonly calculated in such AGC loops using a peak detector,
as shown in Fig. 1. This is reliable for signals with low
peak-to-average power ratios (PAPR), such as sinusoids, but
is unreliable for signals with high PAPR. The lack of time for
amplitude estimation makes the issue worse. [7]

To fix the aforementioned problems A pseudo-RMS detec-
tion AGC algorithm is used in [6], which implements an open
loop AGC. The efficacy of this method for calculating OFDM
amplitude utilizing received 0.8 µs brief training symbols has
been established. The AGC adjusts the gain almost within 1 dB
of its ideal value in the time for 7 brief training symbols. The
AGC operates in three stages: one open-loop phase for precise
gain tuning, two switching phases for setting the coarse gain.
The gain is set within 5 dB of its ideal value and all gain
and filter stages perform linearly thanks to the coarse gain-
setting steps. The fine step brings the final gain to its ideal
level within +/- 1 dB.

IV. VGAS AND AGCS FOR THZ COMMUNICATION

Because of the low oscillation frequency (fmax) and lossy
substrate of the CMOS process, designing sub-THz CMOS
amplifiers is a difficult task. Poor (fmax) in the amplifier
design results in low intrinsic gains, such as the maximum
available/stable (Gma/Gms) and unilateral (U) gains. The
high gain amplifier design necessitates numerous stages and
results in a significant dc dissipation because of the high loss
passive parts resulting from the lossy substrate. Large output
power can be provided via large transistor sizes. Although
it is challenging to increase the transistor size in the CMOS
process, doing so can result in a reduction in (fmax) . Low
ft in the CMOS process makes designing sub-THz LNAs
difficult [20]. High-speed integrated circuits up to sub-THz
frequencies are now practical thanks to the advancement of
(sub) THz transistor technology. The performance of optical
components, coherent optical fiber communication, and imag-
ing systems can all be enhanced by these high-speed and wide
bandwidth ICs. The fact that NMOSFETs in CMOS integrated
circuits have fmax that are below or close to 300 GHz poses
the major obstacle to the development of 300 GHz CMOS
transceivers. As a result, implementing an amplifier in the 300
GHz spectrum is challenging. In [3], a multistage balanced
variable gain amplifier for the H-band (220-325 GHz) with
tandem-X couplers is described. According to the author’s
knowledge, this is the only paper with a VGA in the 300
GHz frequency band. As is customary for THz frequencies,
the fabrication uses 35 nm mHEMT devices with a maximum

Fig. 5. (a) Conventional AGC loop [2] (b) Open loop AGC with rms
algorithm implementation [14].

gain of 20 dB at 261 GHz and a gain control range of 15 dB
in the frequency range of 220 to 320 GHz. Sadly, there are
no VGA or AGC designs in the few additional articles that
discuss simple amplifiers in the 300 GHz frequency ranges.

V. USE OF DIFFERENT FABRICATION TECHNOLOGY

For the CMOS VGA, which is generally categorized as
either a precisely defined gain-step type with a digitally
controlled signal [5] or a continuously variable gain type
operated by an analog gain-control signal, it is challenging
to create an exponential for a logarithmic function because
MOS transistors typically operate with a square-law transfer
characteristic. An approximative rational function is utilized
rather than an exponential function for the deterministic gain
range of up to 30 dB. For CDMA receivers, which need an
intermediate frequency (IF) gain of at least 70 dB, the 30
dB gain range is inadequate. Parasitic bipolar devices are em-
ployed for precise exponential transformation for a larger gain
range. The time to calculate amplitude must be substantially
smaller than the time constant of the loop filter for closed-
loop AGCs to function properly. The required DC amplitude is
matched to the measured output amplitude when the incoming
amplitude changes, and the difference error is supplied back to
adjust the VGA’s gain to maintain a constant output amplitude.
The negative feedback loop automatically adjusts for changes
in input amplitude, although slow loop response is necessary
for stability. As device cutoff frequencies rise, MMIC LNAs
are widely being employed as radio front-ends in the 0.1-
0.3 THz region. In terms of noise performance, bandwidth,
and output power, HEMTs constructed in the GaAs or InP
semiconductor system have been the best available technology.
Although a small number of HBT results are documented in
the literature, HEMTs are typically used to construct W-Band
(or high frequency) amplifiers. The greatest power output that
can be obtained with the device is determined by the gate
width, whereas the cutoff frequency of a HEMT is determined
by the gate length of the device. More total output power will
result from larger, larger peripheral devices with a wider gate-
width. [12]



VI. CONCLUSION

In this work, numerous VGA design configurations are
reported. Variable transistor transconductance, dynamic feed-
back, current splitting, variable attenuators, and current steer-
ing techniques are some of the gain control techniques that
are used in VGA. Attenuators and active feedback systems
result in high losses. This method, which uses a cascade of
transistors in a cross-couple direct bypass design, provides
a wide gain control range. The current dividing methods
display a constrained gain control range, significant power
consumption, and a significant loss at mm-wave frequencies
because multiple transistors are utilized to split the current.
The current steering approach uses a broad gain control range
and minimal power consumption due to its simplicity and
compatibility for mm-wave technology. It is discovered that
many cascode topologies are used in designs that operate
above W-band. Basic AGC topologies, which are utilized in
communication systems, are given in this study. AGCs use
VGAs to regulate the signal strength in order to supply steady
feed to subsequent stages. Peak detection and control voltage
supply circuit performance limits the THz communication
AGCs. High fmax and ft fabrication processes enable high
speed designs.
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Abstract—An overview of requirements for built-in self-testing
and calibration in the microwave and millimeter-wave monolithic
integrated circuits is provided in this paper. The advantages of
various circuit design techniques, semiconductor technologies,
and architectures for self-testing are discussed along with their
drawbacks and challenges. A state-of-the-art Si CMOS-based
radar transceiver has also been reviewed.
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I. INTRODUCTION

For over a decade, researchers working in the field of
silicon-based semiconductor technology have made develop-
ments that enabled achieving a high level of integration of RF
circuits into the system on chip (SoC) [1]. These devices are
used for various applications which include communication,
imaging, and automotive radars. Millimeter-wave integrated
circuit (MMIC) testing is a complicated, time-consuming
process, and an expensive task. Testing of radio frequency
(RF) building blocks and integrated transceiver systems re-
quires a high-performance measurement system, with neces-
sary frequent calibration procedures necessary. In addition, the
continuous increase in operational frequencies has led to the
fact that testing these radio frequency integrated circuit (RFIC)
has escalated to about 40% and become a substantial part of
the total manufacturing cost and time [5]. Analog/RF circuits
are becoming more susceptible to fluctuations in temperature,
noise coupling, and process variations due to advances in
manufacturing processes. Consequently, production loss is
increased, which must be compensated with higher design
margins. One of the solutions for problems that occurred dur-
ing the test phase is to use special stimulus waveforms as input
signals, and the captured responses are processed to predict
circuit performance parameters [6]-[11]. The Built-in self-test
(BIST) focuses on simplifying the testing procedures at the end
of chip fabrication, as well as providing an online diagnosis
of critical parameters with on-chip calibration capabilities.

II. DESIGN TECHNIQUES USED TO REALIZE BIST IN
MMIC

A. Direct conversion type of architecture

1) Architecture: In this architecture, the performance pa-
rameters namely gain (G), and noise figure (F) are used to
calculate the total performance of the millimeter-wave front-
end [2]. Gain is calculated using a low-frequency test signal
which is up-converted to produce a test signal at RF frequency

using an up-conversion mixer powered by a local oscillator
(LO) that supplies a LO power [1]. The coupler feeds the
receiver with an RF test signal, and it is measured by a
power detector which is proportional to the input. Using
a digital signal processor, the output power is the direct
conversion of the detector output, and the signal processor
output provides the information about the gain of the test
device. G is calculated with the equation (1).

G = P out/P in (1)

where Pout is output power of the system, Pin is input
power of the system. The noise figure is also an important
performance parameter of a receiver front-end. Direct noise
measurement is added by introducing a resistor at the receiver
front-end. As a result, the input noise density power is defined.
The output noise density power must be measured to compute
the F which is calculated from the equation (2).

F = P out/kT 0BG (2)

where Pout is the output power of the system, k is Boltz-
mann’s constant in joules per kelvin, and T0 is the receiver
system noise temperature in kelvins, B is bandwidth. By using
the above-mentioned type of measurement procedures, we can
calculate F and G. The noise figure is only determinable if
the G and the B is known. Therefore, G must be measured in
advance. Due to the use of a 90◦ phase shifter, the two side-
band frequencies are generated with the up-conversion mixer
as shown in Fig. 1. A single-side-band modulator is shown
in Fig. 2. As a consequence, only one of the two side-band
frequencies is generated while the other is canceled out by
destructive interference. With the use of the Hilbert modulator
as shown in Fig. 3, the total signal power is included with one
side-band and therefore built-in self-test measurement is not
harmed by interference effects.

2) Analysis: The accuracy of the proposed measurement
method is limited by the error that is made by the power
measurement at input and output power of the test device [2].
The relative error in gain is calculated using the equation (3).

δG =
√

δ2Pin + δ2Pout (3)

where δG is relative error in gain, δ2Pin is relative error
of input power δ2Pout is the relative error of output power.
The relative error in built-in test noise figure is defined as in
equation (4),

δF =
√
δ2Pin + 2δ2Pout (4)
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Fig. 1. Generation of two sideband frequencies during up-conversion of a
sine wave test signal by a single mixer stage (Adapted from [1])

Fig. 2. Generation of a single side-band millimeter wave test signal from a
low frequency input utilizing a Hilbert Modulator (Adapted from [1])

Fig. 3. Test architecture for built-in self test of gain and noise figure for RF
receiver frontend using a single sideband modulator (Adapted from [1])

where δF is relative error in noise figure, δ2Pin is relative
error of input power δ2Pout is the relative error of output power.

3) Drawbacks: The major drawback in this system of the
relative error in F which is dependent on the accuracy of the
of output and input power measurement [1].

B. SiGe based down-conversion mixer architecture

1) Architecture: In this section, a BIST which offers test-
ing procedures as well as online diagnosis through simple
low-frequency off-chip interfaces is described. The BIST is
developed at the expense of an increased chip area and the
power consumption for the additional testing circuitry [12].
An innovative down-conversion mixer architecture that can
simultaneously up-convert a low-frequency test signal [2].
A double-sideband signal is up-converted and coupled back
into the mixer input path using this approach. This enables a
built-in functionality test of the receive mixer. The proposed
method minimizes additional chip area consumption and does
not generate any more power for test signal creation.

Fig. 4. General scheme of the mixer used simultaneously for up- and down
conversion for built-in functionality test (Adapted from [2])

As shown in the above Fig. 4, a direct down-conversion
mixer built-in into the system. By using on-chip LC baluns,
both single-ended LO and RF input signals are converted to
differential signals. The mixer core is driven by an external
LO signal and is capable of simultaneous up-conversion of
the RFin in signal as well as down-conversion of the IFin
signal (test signal). As the input test signal appears at the
IF output, the up-converted double-sideband signal is differ-
entially fed back into the RF input path. The local oscillator
and mixer will be integrated in the future so that the external
high-frequency signals would not be needed for the circuit’s
functionality test. With the help of a low-frequency balun and
an external signal source, the differential low-frequency test
signal is generated externally. This direct down-conversion
mixer used a Silicon Germanium (SiGe) bipolar technology
with a transistor operating at a maximum f t of 200GHz and
f max of 250GHz. The chip which is fabricated occupies an
area of 1028 x 1128µm2 and draws 22mA from a single



3.3V supply [2]. It is possible to convert different inputs
simultaneously up and down through the proposed mixer
architecture without consuming additional power. The output
of the mixer is coupled back into the receiver input path to
enable built-in functionality testing of the receiver mixer.

2) Drawbacks: A minimum NF of 21 dB is achieved at an
IF power of 3 dB without test signal applied to the IF input in
the first case. It is noted that the gain of the receiver decreases
by 0.5 dB under heavy test signal input power saturation
conditions when an additional 1MHz 30mVpeak test signal
is applied, along with an increase in noise figure. When the
frequency of the test signal is increased to 1MHz [2], there
is an increase in the test signal output power along with
increasing LO power which until saturation.

C. Phased array type architecture in RFIC

1) Architecture: One of the key bottlenecks of RFIC-based
phased arrays is the S-parameter testing of so many different
channels on a single chip [13]. The BIST should be able to
measure each channel individually and with high accuracy it
should not reduce the RF performance of the chip or occupy a
large area on the RFIC. The antenna ports are coupled using a
20 dB coupler to receive the test signal. Each channel is then
individually turned ON and an on-chip I/Q receiver is used
to measure the amplitude and phase response of the injected
signal [3]. This determines the vector response of the channel.

Fig. 5. The BIST phased array chip block diagram showing power or voltage
gain of each block (Adapted from [3])

The above Fig. 5. shows that the BIST circuits need to be
integrated into a chip, it is implemented without any inductors
so that it occupies a small amount of area on the chip. A
wideband 3-port resistive splitter with a 6 dB loss is first used
to separate the BIST signal between the BIST coupler line
and the BIST LO line for the on-chip I/Q receiver. Differential
passive mixers made with 0.13m complementary metal oxide

semiconductor (CMOS) serve as the foundation of the I/Q
receiver [3]. Operational amplifiers are direct current (DC)
connected to the mixer outputs and have a modelled closed-
loop voltage gain of 25 dB and a 3 dB bandwidth of 3.15MHz.
The amplitude and phase are calculated with respect to the
response obtained from I/Q and they are calculated to obtain
the normalized response using the below equation (5) and (6).

A =
√
I2 +Q2 (5)

where A is the amplitde, I is the in-phase element, Q is the
quadrature element.

ϕ = tan -1(Q/I) (6)

where ϕ is the phase, I is the in-phase element, Q is the
quadrature element. The BIST system’s time domain response
has a 98 percent settling time of 340 ns, and as a result, the
BIST may function without incident at a 1MHz rate. As a
result, a wide variety of amplitude and phase settings may be
tested on an 8-element array in less than 1ms [3].

2) Drawbacks:
• Antenna impedance is created when connected to a

phased array system. This can be reduced by using
CMOS switches.

• When using a larger array system it is necessary to carry
out proper calibration of amplitude and phase difference
between the channels.

• When using a larger array system, additional loss due
to power combining network causes an additional 3 dB
loss, and this therefore results in a 9 dB more loss for an
8-element array.

III. STATE-OF-ART BIST FUNCTIONALITIES IN MMICS

A. Test Structure

The 143−152GHz radar transceiver described has a number
of self-test and calibration features that make it easier to
test the device in production and to repair any deficiencies
in the analog front-end [4]. The transceiver was created
using available 130 nm SiGe BiCMOS technology, and it
has a two channel heterodyne architecture that enables the
adoption of a low-IF frequency scheme. In this work, the
first fundamental frequency, fully integrated, two channel
radar transceiver operating at 143 − 152GHz is presented.
Several BIST features have been included in order to facilitate
simple low-frequency, low-cost testing and online monitoring
of the circuit performance. First, divide-by-64 chains have
been introduced for both the Tx and Rx voltage controlled
oscillator (VCO). Apart from allowing the VCO to be locked
by external phase locked loop (PLL), the dividers provide a
low frequency signal that can be used to independently verify
the tuning range and phase noise of the VCO.

The schematic of the bidirectional power detector is il-
lustrated in Fig. 6. This device is based on a coupled-line
directional coupler that terminates each output on a bipolar
detector with a 10 dB coupling voltage. Due to its larger size
and wider bandwidth, coupled-line topologies were preferred



Fig. 6. General scheme of the mixer used simultaneously for up and down
conversion for built-in functionality test (Adapted from [4])

instead of ring hybrids. A coupling ratio of 10−dB was
selected in order to minimize the impact of the detector on
the signal path [4]. By selecting a 10−dB coupling ratio,
the detector’s impact on the signal path was minimized. The
schematic of the proposed, digitally controlled impedance
tuner is shown in Fig. 7. A shunt inductor tunes out MOS
transistor’s parasitic capacitance when they act as two-state
resistors. Due to the 45◦ transmission line, ΓC is rotated by
90◦ and is rendered purely imaginary, unlike ΓT , which ideally
assumes only real values. Therefore, when ΓT and ΓC are
varied between 0 and 1, the reflection coefficient at the coupler
input equals to the below equation (7).

Γin = ΓT + jΓC (7)

Fig. 7. General scheme of the mixer used simultaneously for up and down
conversion for built-in functionality test (Adapted from [4])

In order to measure both forward and reflected waves,
bidirectional power detectors have been inserted between the
Rx LO distribution tree and the mixers, as well as the Tx LO
distribution and the Transmission Amplifier (TA). Their role
is to monitor the signal power provided by the LO distribution
trees and to isolate the problems raised in the mixer, transmit
amplifiers, or the VCO [4]. Both the primary channel and
reference channel outputs have similar detectors installed.

In addition to measuring the transmit power, the reflection
power detector reading can be used to calculate the reflection
coefficient at the TX output. A digital impedance tuner has
been added at the output of the reference channel to calibrate
it as a one-port VNA.

B. Drawbacks

• When used for monitoring internal system nodes, the
power detector introduces a very low loss burden. With
only a fraction of the power reaching the bipolar detector,
which typically exhibits a linear Pin - VDC.

• The measured Γin states of the impedance tuner breakout
at 146GHz. This is due to the nonidealities of the hybrid
coupler installed in the tuner as well as the imperfect
tuning of the MOS resistor’s output capacitance.

• Based on the 6 dB coupler and the associated intercon-
nect, 7− 8 dB loss between the transmit amplifier output
and antenna pad is expected between the antenna port
and the power sensor.

IV. COMPARISON OF DIFFERENT ARCHITECTURE

A. Operating frequency and application

• Down-conversion mixer architecture [2] offers an operat-
ing frequency from 200 − 250GHz. This is the highest
compared to other BIST approaches. This architecture is
used in automotive radar applications.

• Phased array type RFIC architecture [3] operates in
90 − 100GHz and are used in wireless communication
applications.

• Direct conversion type architecture operates at 77GHz
and are used in radar applications.

B. Power dissipation and chip size

Gain and noise figures are the performance parameter re-
quired to be measured. Direct conversion type of architecture
[1] requires the generation of the test signal for measure-
ment, resulting in additional components occupying a large
area on the chip, dissipating more power. Whereas in the
down-conversion mixer type of architecture [2], test signal
is generated internally using the input signal, eliminating
the use of extra components which keeps the circuit area
(2.6mmx2.3mm) and power dissipation (3.3V) at minimum.
In paper [4], the architecture uses power detector to measure
gain and measures transmitted with a total power consumption
of 800mW.

V. CONCLUSION

In this work different circuit design techniques, their in-
dividual drawback and challenges were studied. A detailed
review of state-of-the-art BIST embedded SiGe CMOS radar
transceiver was carried out. In addition to power detectors and
impedance tuners, the transceiver incorporates a novel level of
self-testing, as well as a new calibration approach.
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Abstract—Due to characteristics like wide band gap (WBG),
high breakdown field strength, high electron velocity, and high
thermal conductivity, Gallium Nitride (GaN) forms a superior
choice for high-frequency and high-power devices. Based on GaN
material, vertical transistors have recently emerged as a promis-
ing technology in power electronics. This paper reviews the most
significant vertical GaN transistor technologies demonstrated
throughout the literature. Further, a performance comparison
of GaN-based lateral and vertical transistors is presented to
emphasize the respective advantages and limitations. Finally,
critical challenges in the advancement of vertical GaN transistors
are discussed.

Index Terms—Vertical GaN transistor, GaN-on-Si, GaN-on-
GaN, GaN-on-Sapphire.

I. INTRODUCTION

Since the beginning of semiconductor technology, Silicon
(Si) has been the preferred material for power electronics.
However, in recent times, Si-based devices have reached fun-
damental material limits [1]. Thus, materials such as Gallium
Nitride (GaN) with superior properties have emerged as a
leading choice. WBG materials like GaN allow devices to be
optimized with thinner drift regions due to the higher break-
down field which reduces the lower specific ON-resistance
(RON) in power devices. The RON is further reduced by the
high mobility of GaN. Thus, a given current capability is
achievable with a smaller die size. This further lowers the input
and output capacitances. Also, GaN enables faster switching
transients due to its higher saturation velocity and lower
capacitances [2]. Due to these distinct advantages, GaN-based
materials have led to the development of a variety of next
generation high-performance power devices. The focus of this
paper is on a specific category called, GaN-based vertical
power transistors.

Section II discusses the rationale for using Vertical GaN
transistors over conventional ones. The major vertical GaN
transistor technologies are presented in Section III. Section IV
compares performances of vertical and lateral GaN transistors
based on key parameters. Finally, drawbacks associated with
vertical GaN devices and various challenges in their further
development are addressed in section V.

II. MOTIVATION FOR USING VERTICAL GAN
TRANSISTORS

In [3], high-performance lateral GaN power devices with
low ON-resistance and large breakdown voltage (VBR) were
demonstrated. The devices, though, had a major drawback. As

the gate-to-drain spacing increased, the VBR scaled propor-
tionally. This in turn demanded a larger device area for high
voltage operation. Since, the thickness and quality of the buffer
layers determined the VBR, the overall complexity and cost of
epitaxial growth increased for high voltage devices. Another
important drawback of this category was highlighted in [4] [5].
The trap states and high electric fields present at the surface
greatly affected lateral devices, leading to current collapse and
other reliability problems. The GaN vertical devices, however,
do not have these issues. For them, the electric field peaks
far away from the surface. Also, the VBR is depended on the
drift layer thickness, immaterial of the device area [6]. Vertical
transistors on bulk GaN substrates have been shown to exhibit
ideal ON- and OFF-state performances. This is made possible
by two main factors: low defect density and the ability to
homo-epitaxially grow thick layers on substrates [7]. Due to
the vertical nature of the current flow, fully vertical designs are
not affected by the current crowding. Therefore, they possess
a much larger current capability and a significantly smaller
RONsp.

III. VERTICAL GAN TRANSISTOR TECHNOLOGIES

In the recent development of vertical GaN transistor technol-
ogy, devices based on substrates such as Si, GaN, and Sapphire
have been proposed. This section discusses the fabrication
processes and the performance characteristics of those devices
in detail.

A. GaN-on-Si

Fig. 1. Device structure of fully-vertical GaN-on-Si MOSFET [3].

Bulk GaN substrates are still very expensive and available
only in small diameters. However, the recent advancement
in the hetero-epitaxial growth of thick GaN layers on large
area Si substrates [3] offers a cost-effective platform. The
work in [3] compared two designs, namely, quasi-vertical
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and fully-vertical. Since the high voltage GaN-on-Si quasi-
vertical transistors were critically limited by current crowding
in the bottom n-GaN layer, the compositions required a larger
device area. The fully-vertical design, shown in Fig. 1, was not
affected by current crowding, therefore offering a much larger
current capability and significantly smaller RONsp. The device
showed a high current density (ID) greater than 1.6 kA/cm2,
low RONsp of 5 mΩcm2 , high (VBR) of 520 V and excellent
transconductance of 300 S/cm2 despite the absence of field
plates. In [8], the design of the device and fabrication have
been explained. Using plasma-based dry etching and epitaxial
regrowth techniques, the p-GaN CA was constructed.The
electrical measurements were performed on both vertical and
lateral modes of operation In the vertical configuration device,
RON is relatively higher despite the lower drain current.

B. GaN-on-GaN

Fig. 2. Cross-sectional OG-FETs schematic for GaN-on-GaN [1].

Excellent switching characteristics like a high blocking
voltage, or a low specific RON or both were shown by vertical
GaN transistors on bulk GaN substrates, as reported by [9].
The devices turned out to be potential candidates for high
power applications that require high-frequency switching with
low switching loss. Further, the cell pitch was miniaturized by
stacking the source electrode on the p-body electrode. A field-
plate edge termination technique was employed to reduce the
electric field at the edge of the p-n junction around the isolation
mesa. The result of this was an increase in the blocking voltage
and a substantial decrease in the leakage current. The lower
doping concentration of the drift layer and the wider cell pitch
mentioned in [10], [11], yielded the lower ID and the larger
RON than those of the previously-reported hexagonal trench
MOSFET.

In [1], the impact of trench dimensions on VBR and RON
of trench MOSFETs fabricated on bulk GaN substrates was
examined. The device structure is presented in Fig. 2. The
specifications of the substrate were: threading dislocation
density (TDD) = 3X106 cm-2, trench depth ≈600 nm, and
drift region mobility of 850 cm2/V-s.

C. GaN-on-Sapphire

One of the prominent works in this technology was pre-
sented in [12]. The fabrication process was optimized to
enhance the ON- and OFF-state performance in the vertical
GaN trench MOSFETs. The piranha cleaning process was
used prior to the gate dielectric deposition. This reduced

Fig. 3. Cross-sectional OG-FETs schematic for GaN-on-Sapphire [1].

MOS channel interface charges and improved the ON-state
device performance. Further, with the help of the thick bottom
dielectric process, the VBR of the device was largely enhanced
through suppression of the electric field in the gate dielectric
close to the gate trench’s bottom. This achieved improvement
in the OFF-state performance. Also, the suppression of the
electric field at the gate trench corner was vital to improving
the VBR. An effective solution was introduced that consisted of
a thick SiO2 layer in the gate trench as the field oxide. The use
of innovative techniques developed a high performance quasi-
vertical GaN-on-sapphire trench MOSFET with a substrate
drift layer thickness of 4 µm. A general device architecture
of GaN-on-Sapphire is shown in Fig. 3.

Further, the development trends in different device types
of vertical GaN transistors are presented through Tables I, II
and III. The representative architectures of the CAVET, trench
MOSFET, and FINFET device types are shown in Fig. 7.

TABLE I
DEVELOPMENT TRENDS IN CAVET

In 2004 [13] [14],
CAVET Similar to a
double-diffused MOS

An AlGaN/GaN heterostructure in the
channel region, with RON as low as

2.6 mΩcm2, Vth was negative due to
the presence of 2DEG under the gate.

In 2014 [15], First
ampere-class

demonstration of vertical
GaN transistor with max

current 2.3 A

VBR was greater than 1 kV. Since, Vth
was not high enough, the requirement
was attained by thinning the gate layer

between AlGaN and p-GaN.

In 2016 [16], An
advanced structure using

a trench CAVET

The use of a p-GaN and semi-polar
face gate structure to boost Vth to
2.5 V with RON of 1mΩcm2 and a

carbon doped insulating GaN
underneath the channel to improve

VBR.

In 2022 [17], Novel
Trench-Gated vertical
GaN transistor with

Dual-Current-Aperture
(DCAVET)

A DCAVET creation by inserting
p-GaN between two current blocking

layer (CBL), allowing E-field
distribution in the buried p-n-junction

and high VBR of 1504 V and low RON
of 0.77 mΩcm2, BFOM =

2.94 GW.cm-2.

IV. PERFORMANCE COMPARISON OF LATERAL AND
VERTICAL GAN TRANSISTORS

For low and medium power (up to 10 kW) devices, het-
eroepitaxial growth is suited and the lateral topologies are
preferred. However, for applications demanding higher power



TABLE II
DEVELOPMENT TRENDS IN TRENCH MOSFET

In 2008 [18] Vertical
GaN trench MOSFET
normally-off operation

Vth of over 3 V and VBR over 1 KV
obtained using CMOS gate structure.

In 2015 and 2016 [11]
Vertical GaN trench

MOSFET

Low RON of <2 mΩcm2 over 20 A
operation

In 2022 [12],
Quasi-vertical GaN

trench MOSFET

Fabrication process optimization to
improve ON and OFF state

performance, as detailed in section
III-C. RON is 0.95 mΩcm2, Id is
3.4 kA/cm2, Vth is 6.1 V, VBR is

485 V.

TABLE III
DEVELOPMENT TRENDS IN FINFET

In 2016 and 2017 [7],
[19], Vertical GaN

transistors using Fin
structures

The current control via a fin-shaped
n-GaN channel including all gate

stacks allowing normally OFF
operation without p-GaN layer and

epitaxial regrowth. VBR is 1.2 KV, Vth
of 0.8 V and low RON of 1 mΩcm2.

In 2017 [7], With
sub-micron fin shaped

channels

RON is 0.2 mΩcm2, exceptionally high
ON ID, VBR above 1200 V,

normally-off operation with BFOM =
7.2GW·cm-2, stable Vth up to 150◦C.

In 2018 and 2019 [20]
Large-Area GaN Vertical

FinFET

RON of 2.1 mΩcm2, Vth of 1.3 V, a
1.2 kV, 5 A FinFET was demonstrated

in a chip area of 0.45 mm2.

In 2021 [21] New interfin
structure to reduce

parasitic capacitance and
increase drift region
discharging speed

Three new interfin designs: 1. Oxide
full-filling[FF], 2. Reduced fin to fin
spacing[RFS]. 3. Split-gate[SG]. The
design structures improve parasitic

capacitance while causing switching
loss.

(>10 kW), higher VBR (>1.2 kV) is required. In this case,
the lateral topology becomes costly and has lower manufac-
turability. This is due to the very large chip area required by
the VBR at the given current level (typically over 20 A) [22].
In contrast to lateral topology, vertical topology is economical
and feasible for this range of power applications. Additionally,
the difference between the source, drain, and gate positions in
the lateral versus vertical device structure is shown in Fig. 4.

The following four different possible combinations of the

Fig. 4. (a) A lateral AlGaN/GaN power HEMT (b) A vertical transistor using
AlGaN/GaN layer structure on bulk GaN drift layer and substrate [22].

vertical vs. lateral topology and the MOS vs. 2DEG channel:
1) p-GaN gate HEMT (lateral [L], 2DEG channel), 2) MOS
channel HEMT (L, MOS channel), 3) current aperture vertical
electron transistor (CAVET) (vertical [V], 2DEG channel), and
4) U-shaped trench-gate MOS field-effect transistor (UMOS-
FET) (V, MOS channel). The work in [23], compared the per-
formances by analytical calculation and numerical simulation.

A. Based on Specific On Resistance
Fig. 5 and Fig. 6 summarize RONsp for 600 V and 1200 V

GaN power FETs of different channel lengths [23]. Out of
the two cases, CAVETs have the smallest RONsp. RONsp of
the UMOSFET and the p-GaN gate HEMT at a rating of
600 V are close. When the length of the channel is (Lch)
>1.2 µm, the UMOSFET is better than p-GaN. At 1200 V
though, the UMOSFET has half the RONsp than that of the
p-GaN gate HEMT. RONsp of the MOS channel HEMTs is
the highest for both voltage ratings. With the decrease in
the channel length, RONsp of MOS channel HEMTs reaches
that of the 2DEG channel HEMTs, while for UMOSFETs,
it approaches the CAVETs. This is caused by the relatively
smaller significance of the (Rch) component resistance. At
600 V, the major component of the MOS channel is Rch.
At 1200 V, it is the Rdrift. Drift region resistance dominates
for both voltages in 2DEG channel HEMT and CAVET. In
the case of MOS channel HEMT, the channel resistance is
dominant.

Fig. 5. RONsp versus Lch for 600 V GaN power FETs [23].

Fig. 6. RONsp versus Lch for 1200 V GaN power FETs [23].

B. Based on Switching waveforms
In [23], a detailed comparison of switching waveforms for

devices was presented at 600 V and 1200 V. The RON*QG



figure-of-merit as well as gate voltage (VGS) swing are
observed to be related to switching time and energy loss.
Smaller RON*QG and greater VGS swings, in general, imply
higher switching performance, i.e., smaller Etotal and shorter
Toff. Due to tighter coupling between gate and drain terminals
that face each other, vertical HEMTs have a bigger QGsp than
lateral HEMTs. MOS channel HEMTs have competitive QGsp
values, but their performance is inferior to the other devices
due to significantly greater RONsp. P-GaN gate HEMTs (lower
QGsp) and CAVETs have a smaller RON*QG and thus greater
switching performance than UMOSFETs at 600 V. Because
of the improvement in the UMOSFET’s RON*QG compared
to the 600 V rating, the UMOSFET outperforms the p-GaN
gate HEMT at 1200 V. Although the RON*QG of the p-GaN
gate HEMT is lower than that of the UMOSFET, its VGS
swing is smaller. Because all devices have the same RG in
switching circuits, a larger VGS swing results in a higher IG
and hence a faster switching speed and lower energy loss.

V. CHALLENGES AND DRAWBACKS OF VERTICAL GAN
DEVICES

Fig. 7. Schematic of representative vertical GaN transistors: (a) current
aperture vertical electron transistor (CAVET), (b) trench CAVET with V-
shaped regrowth channel, (c) trench metal-oxide-semiconductor field effect
transistor (MOSFET), (d) vertical fin MOSFET [24].

A. Current aperture vertical electron transistor (CAVET)

Designing a robust CBL to decrease leakage current in the
vertical direction is one of the CAVET’s major challenges. The
aperture region in this situation necessitates dry-etching of the
Mg-doped GaN and regrowth of the n-GaN channel. It has
been reported that etching the aperture region exposes non-c
planes, which can result in a non-planar surface if regrowth
occurs on such facets. This causes a lot of gate leakage
current, according to [13]. Other research has found that
significant concentrations of n-type impurities tend to settle
in the aperture region, causing an increase in the channel’s
peak electric field and a decrease in the device VBR. To avoid
these problems, a selectively Mg-ion-implanted GaN layer was
employed as the CBL, with no GaN regrowth in the aperture
region.

Another drawback with the original CAVET structure [Fig.
7.(a)] is its normally-on operation and weak pinch-off func-
tionality, according to [15]. Using a trench CAVET structure,
Shibata et al. proposed a new vertical GaN transistor [16].
Regrowth of p-type gate/AlGaN/GaN epitaxial layers across
the V-groove is present in the device [Fig 7.(b)].

B. Vertical trench MOSFET

The vertical trench MOSFET [Fig 7.(c)] is the second
form of vertical GaN transistor. Obtaining a stable positive
Vth for usually off operation is one of the key problems of
trench MOSFETs. The GaN MOSFET channel is built on the
(0001) plane, which has both spontaneous and piezoelectric
polarization effects. Because of the charges produced at the
GaN/dielectric contact, this causes the MOSFET to have poor
pinch-off performance. As a result, trench etching on (0001)
planar GaN to create a non-polar surface seems appealing.
Cl2/BCl3 gases are used to execute dry etching for trench
creation. The dry-etched surface, however, is unsuitable for the
gate channel region because of increased surface roughness
and ion bombardment damage. As a result, post-treatment
of the etched surface is required to smooth the surface and
remove the damage, according to [24]. Using Tetramethylam-
monium hydroxide(TMAH) wet etching and piranha clean, a
damage-free corner rounding method was recently developed.
The gate stability of GaN-based MOSFETs is always an
issue due to the lack of sufficient native oxide. A MOCVD-
grown AlN/SiN dielectric stack was used. In [10], atomic
layer deposited (ALD) SiO2 was used as the gate dielectric
to guarantee better step coverage.

C. Vertical Fin MOSFET

A general device architecture is shown in [Fig. 7.(d)]. A
Cl2/BCl3-based dry etch is used to provide smooth sidewalls
in the fin, followed by a wet etch using hot TMAH [25] [19].
When the fins were aligned to the m-plane (<>1100), it was
discovered that the sidewalls are quite rough, because wet
etching of GaN is reliant on crystal orientation. A strong peak
electric field is present at the edge of the gate and at the bottom
of the fins in the GaN vertical fin transistors while they are
in off-state operation. The VBR is limited to 100 V without
an edge termination arrangement. The VBR is boosted to 400
V with the addition of a gate field plate. The failure of the
gate dielectric due to a concentrated electric field at the edge
is thought to be the breakdown mechanism in these systems.
A 100 nm thick oxide layer was created in the etched trench
to lower the electric field in the ALD Al2O3 gate dielectric,
preventing premature deterioration.

CONCLUSION

In this review, several key aspects of vertical GaN power
transistors, such as device architectures, fabrication meth-
ods, and processing issues, are summarized, proving vertical
GaN devices are promising candidates for use in not only
high-power but also high-frequency applications. To date,
vertical GaN transistors have been mostly fabricated on Si
substrates due to their low cost. Further research is needed for
improvement of the blocking voltage and high-purity epitaxial
layers, indispensable for the drift layers. In the future, the
superiority of GaN material combined with device processing
optimization will allow the commercialization of vertical GaN-
based power devices on a wider scale.
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Abstract—With the continuous downscaling of electronic de-
vices, all existing components require new perspectives and
modifications to work efficiently at the new sizes. One of the
major issues in power electronics devices is the heat dissipation
due large output power in tiny spaces. Insulated metal substrates
(IMS) provide significant benefits in overcoming this challenge.
This paper looks at the various materials used in the fabrication
of dielectric layers in IMS for power electronics. Analysis with
respect to thermal, electrical and mechanical properties and
evaluation of state-of-the-art IMS dielectrics is provided. The
effects of using anodic aluminum oxide (AAO) in the base layer
are also briefly discussed. Reducing the thickness of the dielectric
layer resulted in higher thermal conductivity meanwhile using
a layer of AAO reported better protection from environmental
factors such as friction and abrasion. Ways to minimize heat
losses in the substrate due to oxidized aluminum layer are topics
of future scope.

Index Terms—Insulated Metal Substrates, Anodic Aluminum
Oxide, dielectrics, thermal conductivity

I. INTRODUCTION

Power density is one of the most important terms under
consideration at present times, especially since the aim is to
produce complex, efficient and lightweight systems. According
to the literature survey in [1

¯
], the power density is expected

to increase seven fold compared with 2020 targets. The area
of applications such as electric vehicles (EV), high speed
H-bridge converters [2

¯
] and electro-hydrostatic actuators [3

¯
]

show great prospects for improved power electronic devices.
There have been many developments in the design and

fabrication technologies of power electronic modules to reduce
the heat dissipation caused due to various factors such as
high density of semiconductor chips due to miniscule size and
high input power required to drive the load as highlighted in
[1
¯
]. Currently several substrates are available in the market

which have shown remarkable results to improve heat transfer
inside the module. A few examples are direct bonded copper
(DBC) [1

¯
], FR4 printed circuit boards (PCB) [4

¯
][5

¯
], active

metal brazed (AMB) [4
¯
] and IMS [6

¯
]. A typical metal substrate

comprises of a metal layer at the top, mostly made of copper
and aluminum, and a base metal layer which conducts the
heat from the above surfaces to the environment outside. The
base layer can be made of any metal however considering
that copper and aluminum provide high conductivities and
are easily available for cost effective manufacturing, they are
usually the best choice [7

¯
]. The space in between these two

metal layers is filled with a dielectric which can be ceramic
or epoxy made from composite materials.

A figurative comparison between a conventional power
module and IMS structure is shown in Fig.1. DBCs have a
ceramic layer as the insulator as opposed to a polymer-based
film in IMS. The former consists of fixed layouts whereas
IMS allows for flexible layer thickness for conductive and
dielectric layer. Although the former provides higher internal
performance with respect to the latter, they have limited heat
extraction capabilities versus the optimized multilayer layout
in IMS [1

¯
]. Therefore, from the literature survey in [1

¯
][8

¯
][6

¯
],

it can be assumed that dielectric layer, which is sandwiched
between the aluminum base and circuit layer, refer Fig.2, plays
an important role in the increasing module’s heat dissipation
capabilities.

The purpose of this paper is to provide a brief review of
state-of-the-art IMS dielectrics and to evaluate the environ-
mental and boundary conditions crucial for IMS substrates.
A brief description of test methods for thermal, electric and
mechanical properties of the dielectrics is also provided.
Lastly, the effects of using anodized aluminum in IMS, are
discussed.

II. IMS DIELECTRICS

Thermal conductivity can be defined as the ability of any
material, solid, liquid or gas, to transfer heat through a material
using conduction [9

¯
]. It is denoted by λ, k or κ and is

measured in Watts per meter Kelvin (W/mK) [4
¯
]. The isotropic

thermal conductivities of copper and aluminum used for the
IMS boards can be easily retrieved, as will be explained in
section III, and are usually ranging from 160 to 380 W/mK
[8
¯
]. Since the circuit layer is bonded to this thin, thermally

conductive and electrically insulating layer, it is of essence
that investigation has to be done to understand the effect of
dielectric thermal conductivity on the substrate in general.

Also as observed from the data in [1
¯
]-[1

¯
0], the thermal con-

ductivity of the insulator layer is responsible for the effective
heat dissipation qualities of the substrate. Unlike in DBC sub-
states, IMS have a thin dielectric layer attached above the base,
which acts as the heat sink. This eliminates the requirement for
an additional cooling system which would have been needed
to extract the internal heat. The thermal conductivity of an
IMS generally fluctuates between 3 to 7 W/mK, depending on
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Fig. 1. Illustration of conventional power module(top) and IMS power
module(bottom) [1

¯
]

Fig. 2. Cross-section of an IMS structure [6
¯
]

the thermal properties of the dielectric material incorporated
in the substrate [6

¯
][1

¯
1]. Higher the thermal conductivity of the

dielectric material, the lower the junction temperature of the
die. However apart from the thickness of the dielectric, which
ranges between 40 to 125 µm [6

¯
][1

¯
2], the conductor layer

thickness also has an impact on the thermal conductivity of the
dielectric. According to experimental data in [1

¯
1] the thermal

conductivity values range between 1 to 5 W/mK, depending on
the dielectric layer thickness, thermal conductivity, thickness
and material composition of the base layer.

Table I presents few state-of-the-art dielectric materials
currently used for IMS in power electronics for high voltage
applications. It can be observed that by differing the composi-
tion of dielectric materials and the layer thickness, the thermal
conductivity varies from 2.2 to 4 W/mK. It can also be of
interest to see how different thicknesses leads to same value
of thermal conductivity as is evident in case of HT-07006 and
Ventec V- 4A2. Hence, it can be inferred from the results of
[1
¯
][1

¯
3][1

¯
2][1

¯
4], that a thin dielectric can increase the thermal

conductivity values to as high as 4 W/mK.

III. EXPERIMENTAL AND BOUNDARY CONDITIONS FOR
IMS

In order to modify the thickness of the dielectric layer to
obtain application-specific results, it is important to understand

TABLE I
STATE-OF-THE-ART DIELECTRICS USED IN IMS

Dielectric
Material

Standard
thickness (µm)

Thermal
conductivity(W/mK)

HT-07006[1
¯
] 152 2.2

GPS[1
¯
3] 150 4

HT04503[1
¯
2] 100 3

Ventec V- 4A2[1
¯
4] 177.8 2.2

the parameters that are involved in the calculations. Out of
all the factors listed in [7

¯
], it can be inferred that thermal

conductivity of the substrate materials is one of the most
important selection factors. The thermal conductivity of a
material in one dimensional system can be calculated using
Fourier’s law as given in (1)

Q = −kA
dT

dx
(1)

Although approximate values of thermal resistance for sim-
ple thermal models can be calculated using the Fourier’s law,
for real-time systems, three-dimensional model is needed to
be considered [8

¯
]. Hence it is of utmost importance that we

use methods that measure this precise multi-directional heat
flow from one-layer to another. Multiple approaches have been
tested for the measurement of thermal resistance and conduc-
tivity of the dielectric material used in the metal substrates
[1
¯
][6

¯
][1

¯
3][1

¯
5]. One way to look at this is by considering that

the total thermal resistances of substrate is sum of all the
resistances from different layers [6

¯
]. It can be summarized

as
Rtotal = Rtop +Rdielectric +Rbottom (2)

Where, Rtop is the resistance of top circuit layer, Rbottom

is the resistance of base layer and Rdielectric is the resistance
of dielectric layer

Also, resistance in the layer can be expressed in terms of
thickness of the layer and its thermal conductivity as

ttotal
λtotal

=
ttop
λtop

+
tdielectric
λdielectric

+
tbottom
λbottom

(3)

Where, t is the thickness and λ is the thermal conductivity
of the respective layer.

The contact resistances of copper-aluminum can be figured
out using a stack of multiple copper-aluminum pairs and by
calculating the slope of thermal impedances versus number
of pairs. In IMS, the base layer defines the thickness of the
substrate as the thickness of other two layers combined is very
small as compared to base layer. Hence it is safe to assume that
the modulus of elasticity for an IMS is approximately equal to
that of the base layer [6

¯
]. According to the derivations in [6

¯
]

the boundary condition for choosing copper-aluminum pairs
is expressed as,

ECu · t3 = EAl · t3 (4)

As the dielectric material is usually a composite mixture of
epoxy and ceramic particles [1

¯
5], it is usually difficult to

estimate accurate thermal conductivity values however the



in-situ measurement method [1
¯
5], which requires soldering

thermal test chip (TTC) on a substrate, provides a way to
evaluate an almost-precise value. Using the above-mentioned
approach, it resulted in approximately a 7% error in the
IMS under test, which gives good estimations of temperature
distributions of real power systems. A total power dissipation
range of 10W -20W is considered as the boundary condition
in different thermal test setups [1

¯
2][1

¯
5]. For IMS the thermal

resistance range is 5 · 104 square meters Kelvin per Watt
m2K/W [1

¯
5], hence optimization of thermal impedance and

reduction of thickness plays a vital role in improving the
performance of an IM substrate.

Another approach considers using multiple SiC MOSFET
dies having different designs, for the testing. The maximum
junction temperature in IMS in this method is 175°C mean-
while the base temperature of the substrates is kept at 65°C
which is a typical temperature in standard cooling systems [1

¯
].

The steady state analysis considered each die as an individual
heat source with a constant heat source on the top surface.
The specifications of the substrates are discussed in detail
in [1

¯
]. One interesting finding is the presence of a dielectric

separator in one of the tested dies which verifies to improved
heat dissipation and consequently lower junction temperature
of the substrate. Upon comparing the steady-state and tran-
sient state analysis of DBC substrates with IMS, the thermal
impedance in the latter improved by up to 40% [1

¯
]. These

are some significant results, however there is one drawback of
this approach, due to the requirement of high torque at low
speeds, SiC MOSFETs cannot be utilized. Although within
the frequency range of 100 Hz range, the IMS is reported
to provide lower junction temperatures which will eventually
result in improved stability and lifetime of the module.

Hence, choosing the right boundary conditions for the test
setup plays an important role in the overall results achieved.
However, to validate the results and for a precise analysis of
the test assemblies, it is important to do a modelling simulation
of the same. The next section describes some test methods
and tools that are useful for evaluation of thermal, mechanical
and electrical properties of different materials used in power
electronics.

IV. TEST METHODS FOR STEADY STATE AND TRANSIENT
STATE ANALYSIS

As described in section III. various test setups have been
used to study the thermal properties of the dielectric materials.
Here we try to provide a summary (see Table II of all the
different analysis models and tools that can be useful for
evaluating the thermal characteristics of the substrate and its
materials. Most of the studies provided a comparison of steady
and transient state analysis between IMS and other substrates
like DBC,FR4 etc. which used finite element analysis simula-
tion software like COMSOL Multiphysics [1

¯
], Cauer model [4

¯
]

and ElectroFlo® (TES International) [1
¯
2]. Thermal impedance

and resistance of the individual layers of the substrates can
be evaluated using techniques based on TO-220 method [8],

ASTM D5470 and D149 [6
¯
][1

¯
6]. CFD software Flotherm™

[8
¯
] can be used to calculate three dimensional heat transfer.
During calculation of state analysis using ICEPAK™ com-

putational fluid dynamics [1
¯
7], two new environments were

considered instead of isothermal boundary conditions which
resulted in the conclusion that changes in thermal resistance of
the substrate do not have intense effect when the heat transfer
methods such as conduction or natural convection are used.
Thermal conductivity of solids can also be determined using
steady state methods such as Guarded Heat Flow which is
reported to provide the most reliable and consistent data while
transient state can be obtained using Laser Flash Diffusivity
and Hot Disk™ method [8

¯
].

Therefore, it is evident from the test results, that there are
always some discrepancies between the results of simulation
and that of a test setup. One reason for it can be the parasitic
capacitances between the layers and another is the assumption
that the layers are smooth and matte whereas in reality there
are some rough edges between the layers, that are ignored in
test bench calculation. Hence in order to reduce losses due to
roughness of the layers is through the use of nano-particles,
which is briefly discussed in next section.

V. IMS WITH ANODISED ALUMINUM

As discussed in the sections prior, it is certain that thermal
properties such as resistance and conductivity of the substrate
are critical parameters for selection of substrates used for high
power applications. A study of variety of substrate materials
has been provided in literature [7

¯
], out of which aluminum

stands out as the most feasible and machinable among better
competitors like quartz and sapphire. Among the recent devel-
opments in IMS, another one is the process of anodizing the
aluminum layer with a thin layer of porous aluminum (see Fig.
3). The process involves submerging aluminum discs in acid
based electrolytic solutions which result in a layer of oxide on
the outer surface of the metal. There are two processes namely
hard anodization (HA) and mild anodization (MA) [1

¯
8]. The

former produces a porous layer while the latter leads to forma-
tion of a non-porous layer. Results in [1

¯
8] show that the layers

formed using HA resulted in higher values of hardness and
elastic modulus as compared to the layers formed using MA.
It is also reported that at relatively higher loads (0.1N and 1N),
friction coefficient was heavily influenced by the pore size.
Smaller pores resulted in lower friction coefficient. Although
AAO did not display any significant tribological performance,
they can still be utilized to form a self-lubricating constitute.
Hence using oxidized aluminum leads to a thin insulating layer
which protects the layer against environmental factors such
as abrasion due to friction, corrosion etc. [4

¯
][1

¯
8]. Although

usage of anodized oxide layer of aluminum on the base-layer
has higher breakdown voltage and provides insulation to the
surface layer, it also increases resistance to heat flow in the
substrate due to the low conductivity of the porous films [6

¯
].

However, the author in [4
¯
] provides some suggestions which

can help to compensate for the low conductivity issues.



TABLE II
TEST METHODS TO CALCULATE THERMAL CONDUCTIVITY OF MATERIALS

Approach Top Bottom Dielectric
Material Thickness(µm) Material Thickness (mm) Material Thickness (µm) κ (W/mK)

TTC method [1
¯
5] Cu 70 Al(6082) 2 IMS1 100 1.35

TTC method [1
¯
5] Cu 70 Al(6082) 2 IMS2 75 1.37

ASTM D5470 based [6
¯
] Cu 35 Al(5052) 1.5 A 117 1.78

ASTM D5470 based [6
¯
] Cu 70 Al(5052) 1.5 B 84 1.29

Half-bridge structure [1
¯
] Cu 1600 Cu 0.07 HT-07006 152 2.2

IMS based GaN HEMT [1
¯
2] Cu 140 Al 1.8 HT-04503 100 3

Fig. 3. Process of development of anodized aluminum layer [6
¯
]

VI. CONCLUSION

The heat dissipation inside a power module is an important
factor that can improve the overall efficiency and power
consumption of a system. There are several ways to increase
the heat transfer from the substrate to the environment such
as adding cooling systems to the power module [1

¯
9] which

increases the surface area for heat flow. Another way is by
improving the heat conductivity of the substrate, which results
in compact and cheaper systems. As discussed in previous
sections, higher thermal conductivity of the dielectric leads
to better heat flow throughout the surface and significantly
reduces the junction temperature of the die. Currently, IMS are
the cheapest and easiest substrates that can be manufactured
while simultaneously providing best thermal, electrical and
mechanical characteristics among existing technology such as
DBC and PCB. An addition of anodized aluminum layer has
shown to improve the insulation capabilities of the substrate
however it further has its limitations [6

¯
][1

¯
8]. A further topic of

research in this area can be about compensating the limitations
added by the anodized aluminum layer by varying the physical
and thermal properties of aluminum such as porosity or using
some other material for insulation.

REFERENCES

[1] E. Gurpinar, B. Ozpineci, and S. Chowdhury, “Design, Analysis, Com-
parison, and Experimental Validation of Insulated Metal Substrates for
High-Power Wide-Bandgap Power Modules,” J. Electron. Packag., vol.
142, no. 4, p. 041107, Dec. 2020, doi: 10.1115/1.4047409.

[2] D. Dong, M. Agamy, G. Mandrusiak, and Q. Chen, “Design of high-
speed H-bridge converter using discrete SiC MOSFETs for solid-state
transformer applications,” in 2017 IEEE Energy Conversion Congress
and Exposition (ECCE), Cincinnati, OH, Oct. 2017, pp. 1379–1386.
doi: 10.1109/ECCE.2017.8095951.

[3] W. Lee, S. Li, D. Han, B. Sarlioglu, T. A. Minav, and M. Pietola, “A
Review of Integrated Motor Drive and Wide-Bandgap Power Electron-
ics for High-Performance Electro-Hydrostatic Actuators,” IEEE Trans.
Transp. Electrification, vol. 4, no. 3, pp. 684–693, Sep. 2018, doi:
10.1109/TTE.2018.2853994.

[4] S. Klarmann, Y. Vagapov, and H. Gotzig, “Modelling and Thermal
Analysis of Advanced Insulating Layer of Electronic Applications,”
in 2018 24rd International Workshop on Thermal Investigations of
ICs and Systems (THERMINIC), Stockholm, Sep. 2018, pp. 1–4. doi:
10.1109/THERMINIC.2018.8593297.
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Abstract—Owing to their superior electrical and thermal
characteristics, wide band gap devices work in high temperature,
high voltage and high frequency environments with better effi-
ciency than Silicon devices. In order to prevent the device from
being damaged and to get optimal performance, temperature
monitoring is essential since wide band gap devices work at
high voltages and currents. These devices’ temperatures can be
assessed in a variety of ways: either by the use of temperature
transducers in direct contact with the device or through the
use of a correlation between the device’s electrical or optical
properties and temperature. The need for quasi threshold voltage
and quasi turn-on delay for wide band gap devices is discussed.
In this paper, several of these most recent methods are reviewed,
categorized and compared on the basis of key performance
indicators such as response time, linearity, cost, invasiveness and
accuracy.

Index Terms—WBG, thermal shutdown, over-temperature pro-
tection, PTAT sensor, calorimetry, overload, thermistor, TSEP

I. INTRODUCTION

Wide band gap (WBG) materials such as Silicon Carbide
(SiC) and Gallium Nitride (GaN) have risen into prominence
because of their superior electrical and thermal characteristics
with respect to Silicon (Si). WBG devices have a higher break-
down electric field. With this property, the device can be highly
doped and can be made thinner at the same time. The resulting
WBG power semiconductor devices have thinner dimensions
than their Si-based counterparts due to smaller drift regions.
A semiconductor device’s ability to switch at high frequencies
is determined by its drift velocity. The drift velocity of the
WBG materials is two times more than that of Si as shown in
Fig. 1. This allows for higher switching frequencies in WBG
devices which reduces the volume of passive components.
Higher band gap energy and higher breakdown field allow
operation at high voltages. For high voltage (> 1.2 kV) and
high temperature (> 200◦C) applications, SiC is the ideal
choice [1]. GaN devices can perform operations that require
switching frequencies in the range of 10MHz for power
electronic applications [2], [3].

However, due to their high cost, WBG devices require effi-
cient implementation for full exploitation of their performance.
WBG devices operate at high voltages and currents which are
responsible for significant temperature changes that should
be monitored. As temperature increases, thermo-mechanical
stress between the device and different layers of the package

is introduced due to different thermal expansion coefficients
which can result in the malfunctioning of the device. To ensure
the reliability of the device, the junction temperature (Tj) has to
be monitored carefully. Temperature measurement can be used
to design over-temperature protection circuitry and ensure a
safe operation of the device by giving feedback to the cooling
system so that the cooling system adjusts itself to keep the
device temperature within limits [4].
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Fig. 1. Si, 4H-SiC, GaN material attributes’ comparison (adapted from [3])

Temperature measurement methods can be broadly cate-
gorized into three types: physically contacting, optical and
electrical methods.

II. PHYSICALLY CONTACTING METHODS

Physical methods require a sensor to be placed in close
proximity to the heat-generating point whose parameters show
changes according to the change in the temperature. Calori-
metric measurements are required to establish a relationship
between power loss due to heat and the change in temperature
caused by the power loss. It is also used to develop thermal
models for the electrical setup. These require temperature
measurements [5]–[8]. The temperature measurements are
done via Pt100 sensor [9], [10], thermocouple [5], [11] or
PTAT sensor [12]. In addition to Pt100, there are also Pt500,
Pt1000, Cu100 and Ni100.
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A. Resistance Temperature Detector (RTD)

Platinum resistance thermometers (PRTs) provide good ac-
curacy across a large temperature range starting from −200 ◦C
to +850◦C. The technique is based on determining the resis-
tance of a platinum element. At 0◦C, the most common kind
of Pt100 has a resistance of 100Ω and 138.5Ω at 100◦C. The
resistance of Pt1000 sensor is 1000Ω at 0◦C. The resistance
of a Pt100 sensor and a Pt1000 sensor change by 0.385Ω
and 3.85Ω respectively for each 1K change in temperature
which implies that Pt1000 is more sensitive than Pt100. So,
even a slight error in resistance measurement can significantly
impact the determination of the temperature. The four-point
measuring method is used to get accurate measurements.
Again, the sensor is placed very close to the device to be
measured and it can only measure the surface temperature.
The temperature measurement in this method is affected by
the thermal impedance between the junction of the device and
the RTD [9], [10], [13].

B. Thermocouple

In thermocouples, two distinct metals are linked at one end
and used to measure the temperature. Temperature dependent
voltage is generated when the junction between two metals is
heated or cooled. These metals form a thermoelectric circuit
in which a continuous current flows if they are heated at the
joint. A broken circuit at the center will produce a net open
circuit voltage known as Seebeck voltage that depends on the
temperature at the metal junction and the metal composition.
This method is invasive and has a latency of 1 s [14].

C. Proportional to Absolute Temperature (PTAT) Sensor

These sensors are used for precision temperature measure-
ment but they are invasive. A PTAT sensor generates a voltage
value in proportion to the absolute temperature. In [12], a
PTAT sensor, shown in Fig. 2, is realized using two MOSFETs
(M1 and M2) and two identical pnp BJTs (Q1 and Q2). The
aspect ratio (W/L) of M2 is n times of M1 which means if
reference current (Iref) flows through M1 then n times Iref will
flow through M2 as the two MOSFETs are operated in current
mirror mode. This will produce a voltage difference in the
BJTs (∆VBE) as shown in Fig. 2. This voltage is then fed into
a differential amplifier which gives the PTAT voltage output
(VPTAT). This sensor is then used to measure the temperature
of the device under test (DUT) by placing it in between
the heat spreaders beneath the DUT. A linear dependency of
19.1mV/K is shown by VPTAT.

D. Measurement based on Calorimetry

Though the primary goal of calorimetry is for physical
characterization of materials, it can be also used for the
calculation of energy loss in the form of heat and correlating
it with the change in temperature. A WBG device is placed
in the calorimetric chamber. A known DC power is supplied
to the device and thereby the thermal capacity of the setup
is measured. The thermocouple is used to gauge temperature
changes [8]. In [7], a transient calorimetric test is carried out

Iref

W/L n(W/L)

VDD

M2

∆VBE

M1

Q1 Q2

nIref

VPTAT
Differen�al
Amplifier

Fig. 2. Schematic of PTAT Sensor (adapted from [12])

on GaN devices that enables measurements (1 minute to 15
minutes, depending on the measurement) with ±15% error.
This test is also verified for soft-switching. To record the tem-
perature change, a conventional temperature dependent resistor
is installed inside the calorimetric chamber as mentioned in
[6]. To measure the temperature inside the calorimeter, two
thermocouples are mounted on each side of the heatsink. In
[5], the calorimetric method is proposed to be of several steps.
The first step is to place the thermocouples at the desired
location of the setup. Then, the thermal impedance model
is derived. It is matched with the simulation. If it matches
then the steady-state temperature is measured during operation.
The power loss due to the transistor and other components
is calculated. Then a correlation between power loss and
temperature can be determined.

E. Monolithically Integrated Temperature Sensor

In [15], a method has been proposed that relies on a temper-
ature sensor embedded into the device monolithically by the
process of manufacturing itself. The gold metallization chain
within two passivation layers between high electron mobility
transistor (HEMT) cells and an interconnect metallization is
used as a temperature sensor as shown in Fig. 3. A four-point
measurement is done where a force current of 10µA is applied
across this temperature sensor and the sensor voltage is sensed
at the temperature sensor pads. Then the resistance of the
sensor is found using Ohm’s law and this process is repeated
at different temperatures. It is found that the resistance and
temperature share a linear dependency [15].

In [16], a diode sensor is realized in a GaN-on-SiC het-
erojunction structure. The temperature of the DUT (hetero-
junction device) is measured by varying temperature from
200K to 650K. This temperature is then measured using
forward voltage drop of the integrated diode sensor which
shows linear dependency with the increase of temperature at
a constant input current through the diode sensor. The diode
sensor is realized using devices of different diameters ranging
from 400µm to 1000µm. A sensitivity of 1.81mV/K to
2.19mV/K is obtained for the sensor. In [17], the integrated



diode temperature sensor which is a string of diodes is
embedded into the SiC device module. It can give accurate
measurements of the area-related mean junction temperature.
A force voltage (current) can be used to sense current (voltage)
and this data can be utilized to measure the temperature from
the forward characteristics curve of the diode temperature
sensor. An example of the dependence of forward voltage (Vf)
with temperature (T ) with different forward current (If) for
diode sensor in PMF75120S014 SiC device (1200V, 75A) is
shown in Fig. 4. The measurement shows a linear sensitivity
of Vf with respect to T at different constant If.

However, only local temperature is measured in the above
two approaches, necessitating the establishment of a link
between area-related mean temperature and local temperature
[18]. Investigations in the direction of using other physical
methods such as liquid crystals, thermographic phosphors and
scanning thermal probes in WBG devices lie in the future
scope [5], [11].
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III. OPTICAL METHODS

The most prominent optical temperature measurement meth-
ods are done using IR sensors, thermography and electro-
luminescence. Non-contact, compact size and great accuracy
are key advantages of IR sensors. The physically contacting
methods rely on heat transfer from DUT to the sensors which
are impacted by the thermal impedance between them which
makes them slower in comparison to IR sensors [19], [20].

The electroluminescence in WBG devices can be catego-
rized as a temperature sensitive optical parameter (TSOP).
The spectral emission from SiC devices shows three TSOPs:
peak wavelength’s red-shift, minor peak’s positive temperature
coefficient and major peak’s negative temperature coefficient.
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Fig. 4. Measured forward voltage versus temperature curve of integrated
diode sensor in PMF75120S014 device

Red-shift cannot be used in the case of power electronic
applications because the wavelength shift is small enough
(in the range of a few nanometers) for detection. With the
use of a couple of bandpass filters and Si photomultipli-
ers, these light emissions can be detected and processed to
evaluate the temperature dependency [21]. The reason for
electroluminescence in GaN devices is still unknown but it
can be used as an indicator for hot electron concentrations and
temperature [22]. This can be further investigated to implement
the electroluminescence in GaN as a TSOP.

Other TSOPs such as Raman scattering, reflectance and
thermo-optic effects can be ventured into WBG devices as
in Si devices [11].

IV. ELECTRICAL METHODS

Electrical parameters vary with temperature and hence
measuring the temperature using the temperature sensitive
electrical parameters (TSEPs) method requires calibration or
a look-up table of the electrical parameters with respect to
temperature. One of the biggest challenges in TSEPs is that
the electrical parameters not only depend on the temperature
but also on other parameters, viz on drain current (ID), total
gate resistance (RG) and DC link voltage (VDC), as shown in
Table I [19], [23].

TABLE I
TSEPS AND THEIR DEPENDENCIES [19]

TSEPs Dependencies
Forward Voltage (VDS) Tj, ID
Threshold Voltage (Vth) Tj

Turn-on/off Delay (td,on, td,off) Tj, ID, VDC, RG
Gate Current Peak (IG,Peak) Tj, VDC, RG

Gate Charge (QG) Tj, ID, RG
On-state Resistance (RDS(ON)) Tj, ID, VDC
Diode Forward Voltage (Vf) Tj, If

TSEPs’ monitoring in WBG power semiconductor devices
has its challenges. They have higher current and voltage slew
rates which are very difficult to measure and an uneven
miller plateau duration which depends on other parameters as
mentioned in [26]. IG,Peak shows less temperature sensitivity
[27]. The measurement of RDS(ON) as a TSEP which requires



TABLE II
COMPARISON OF DIFFERENT TEMPERATURE MEASUREMENT METHODS

Methods Response Linearity Cost Accuracy Comments References

RTD 740ms Linear Medium 0.03◦C
Response limited by
thermal impedance [13], [16]

Thermocouple < 1 s Non-Linear Medium > 1◦C
Slowest measurement

method [14], [16]

Monolithically Integrated Sensor 24ms Linear Low 0.05◦C
Only local temperature

is measured [13], [16]

Infrared Sensor / Camera 500ms / 40ms — Medium / High 0.5◦C / 2◦C Device has to be
opened [11], [20], [23], [24]

Electroluminescence — Non-Linear Medium — Device has to be
opened [21]

Quasi Threshold Voltage 600µs Linear Medium < 4◦C
Varies with different

operating points [23]

Quasi Turn-on Delay — Linear Medium — Varies with different
operating points [19]

Internal Gate Resistance — Non-Linear Medium < 5◦C
More optimisation

required [25]

measurement of VDS and ID is not preferred because of
degradation in RDS(ON) due to electron trapping effects in gate
oxide layers after 1 h of application of gate voltage. RDS(ON)
is also affected by chip metallization degradation and solder
degradation. So, it is difficult to measure RDS(ON) as a function
of temperature only. Similarly, Vth changes during active power
cycling due to the trapping effects which makes it unfavourable
to implement it as a TSEP [28]. The RDS(ON) in GaN devices
has a non-linear relationship with temperature. Under low
VDS (< 100V), RDS(ON) rises and reaches saturation. This
saturation time varies with different operating frequencies [29].
As a TSEP, the reverse voltage (VSD) in WBG semiconductors
can only be used if sufficient negative gate bias is applied
across the device and no additional anti-parallel Schottky
barrier diode (SBD) is connected [17]. So, [4] and [19], have
come up with quasi threshold voltage (Vth,q) and quasi turn-
on delay (td,on,q) which provide accurate junction temperature
measurements. The circuit adapted from [26] is simulated and
it is found that Vth,q shows a linear sensitivity of −7.5mV/K
and td,on,q shows a linear sensitivity of −0.1 ns/K as shown
in Fig. 5 for BSM120D12P2C005 SiC device (1200V, 134A)
[30]. Also, internal gate resistance (RG,int), shows a non-linear
dependency with an increase in temperature with a positive
sensitivity [25].
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V. COMPARISON AMONG DIFFERENT MEASUREMENT
METHODS

The comparison is performed by taking different perfor-
mance indicators such as response time, linearity, cost, accu-
racy and certain comments are given in Table II as found in
different pieces of literature. The cost is categorized by low,
medium and high as less than 10 C, 10 C to 100 C and greater
than 100 C respectively. TSEPs and monolithically integrated
sensor based measurement methods are non-invasive whereas
other methods given in Table II are invasive [31].

VI. CONCLUSION

Several temperature measurement methods for WBG de-
vices have been presented. Among all other methods, optical
methods provide the opportunity for easy execution with a
wide temperature range but it can get affected by the emissivity
of the surface. Fibre optical temperature measurement methods
can be explored in the field of semiconductors as they can
work in environments having strong electromagnetic field
[32]. A comparison among different physically contacting
temperature measurement methods shows that diode sensors
and temperature sensors based on resistance are the most
suitable ones because they are fabricated onto the chip itself
which reduces cost and increases accuracy. RTDs are prone to
self-heating still they show better long-term stability than ther-
mocouples [16]. Temperature measurement of WBG devices
using electrical methods provides fast measurement [23] and
it is possible to measure the temperature of the device when
it is enclosed. But it is not possible to create thermal maps.
Some other ways to characterize junction temperature can
be quasi threshold voltage during turn-off and quasi turn-off
delay. Further, multiple TSEPs can be combined to accurately
monitor the temperature and reduce measurement errors.
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Abstract – In this paper, radar processing such as calculation of 

range profile and ability of a radar to carry and demodulate the 

information using Orthogonal Frequency Division Multiplexing 

(OFDM) technology in contrast with Frequency modulated 

continuous wave (FMCW) radar is synthesized and reviewed 

based on literature research of other scientific papers. The OFDM 

radar processing also comes with the limitations in its 

performance due to its own properties like disorientation in 

orthogonality of subcarriers. This paper also discusses the 

challenges involved and limitations in OFDM radar processing. 
 

 Index Terms – OFDM, MIMO, range, FMCW, interference, 

chirp, doppler shift 

 

                                         I.  INTRODUCTION 

Orthogonal frequency division multiplexing (OFDM) 

signals are well harnessed in the field of wireless 

communication systems such as telecommunication in 5G, 

where they are a standard for wireless communication. 

Researchers have studied and implemented its properties in 

radar processing and have drawn some significant conclusions 

and advantages in comparison with FMCW radars. Firstly, 

OFDM signals are reported to be advantageous regarding 

Doppler shift [1]. Besides providing high tolerance against 

Doppler shift they also do not experience range- Doppler 

coupling, which allows for independent and unambiguous 

range and Doppler processing. Secondly, due to their origin 

from digital communications, OFDM signals are designed to 

carry information, which allows for simultaneous information 

transmission in parallel to radar sensing [2].  

 

            In this paper the concept and an approach to OFDM 

radar processing will be presented, that compensates the 

drawbacks involved in correlation-based approach and directly 

operates on the complex modulation symbols that compose the 

OFDM signal as mentioned in [3]. It will be shown that with 

this approach it will be possible to overcome the drawbacks of 

the correlation-based approach and still the possibility of 

transmitting arbitrary information in parallel to the radar 

operation will be given. In the following pages, first the 

structure of OFDM signals will be discussed and then its ability 

of radar processing while carrying information is compared in 

contrast with the classical FMCW radars will be presented. 

Then, finally functionality and feasibility of both OFDM based 

radar and FMCW radar will be comprehended in respect to the 

state of the art along with their limitations. 

                  

                     II.  OFDM SIGNAL GENERATION 

 OFDM is a specialised FDM in which main signal is 

divided, and placed orthogonal to each other. Orthogonal 

signals are signals that are perpendicular to each other in its 

frequency domain, that means wherever one subcarrier has its 

peak, all other subcarriers have nulls and hence do not overlap 

each other. An OFDM signal is generated by multiplexing a 

series of complex modulation symbols onto multiple orthogonal 

subcarriers. The OFDM time domain signal of one OFDM 

symbol can be expressed as 

 

    𝑥(𝑡) = ∑ 𝐼(𝑛)𝑁−1
𝑛=0  exp( j2πfnt),   0 ≤ t ≤ T         (1) 

 
with N denoting the number of orthogonal subcarriers, fn being 

the individual subcarrier frequencies, T being the elementary 

OFDM symbol duration, and I(n) representing an arbitrary 

information series consisting of complex modulation symbols 

obtained through a discrete phase modulation technique, e.g., 

Quadrature phase shift keying (QPSK). In order to avoid 

interference between the single subcarriers, the subcarriers have 

to be orthogonal, which is fulfilled in case of 

 

                                                  Δf =
1

𝑇
 .                         (2) 

 

Here Δf represents the frequency difference between two 

adjacent subcarriers. In the frequency domain, the spectrum of 

one OFDM symbol corresponds to  

 

              X(f ) =∑ 𝐼(𝑛)𝑁−1
𝑛=0  √T sin(π( f − f n )T)  .                     (3) 

                                                   (π(f − fn )T ) 

 

As noted from above equation, OFDM transmits a large number 

of narrowband carriers, in the form of Sinc waves. The OFDM 

signal can be described as a set of closely spaced FDM 

subcarriers. We can also observe that by encoding data I(n), we 

can transmit some arbitrary data for the communication as 

indicated by in the frequency domain equation (3). We can 

observe OFDM spectrum with subcarriers in Fig.1. 
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Fig. 1. Spectrum of an OFDM signal with orthogonal subcarriers (from [11] ) 

 

 

III. OFDM SYSTEM PARAMETERIZATION  

In order to check if the generated OFDM signal is 

suitable for the purpose of communication, several criteria have 

to be considered. In the following an example system 

parameterization for operation in the 24 GHz will be calculated.  

 
A.   Doppler Shift 

Doppler shift in radar processing arises due to the relative 

motion between the radar and the target. This relative motion 

results in shift in the operational frequency and is given by the 

following equation 

                                     fD = 2vrel / λ                                      (4) 

 

with fD denoting the Doppler frequency shift and vrel being the 

relative velocity between the radar and the target. Assuming a 

maximum relative velocity of vrel = 200 km/h corresponding to 

vrel,max = 55.6 m/s this results at the carrier frequency of 24 GHz 

in a maximum Doppler shift of fD,max = 8.9 kHz. In order to 

always maintain the orthogonality of the subcarriers, as shown 

in Fig.1., the subcarrier spacing Δf  has to be chosen much larger 

than the maximum Doppler shift fD,max. It can be assumed that 

the limit Δf > 10 fD,max. .  By having this amount of spacing we 

can avoid doppler shift. 

 

 

  B.  Multi-path Propagation 

               In order to avoid inter-symbol interference between 

adjacent OFDM symbols, each OFDM symbol must be 

extended at the transmitter with a prefix containing a partial 

cyclic repetition of itself of duration TP. This is the maximum 

time difference of the transmitted (Tx) and received (Rx) 

signals. Generally, this time ranges from milliseconds to 

microseconds.  If the distance is 200 m, we obtain TP > 1.33 μs. 

 

 

C. Radar Range  

Range is the ability of a radar system to distinguish 

between two or more targets at different ranges. Range of a 

radar is given by the following equation  

  

                                      Δr = C0 / 2B                                      (5) 

 

with Δr denoting the range resolution and B is the total 

signal bandwidth. Range is found to be 1.5m in this case. We 

need to note here that range is divided by 2 because the signal 

travels twice before reaching the receiver.  

 

D. Number of Subcarriers 

In OFDM systems, first we have the data in frequency 

domain modulated with symbols with the help of schemes such 

as QPSK mapped on each subcarrier. These symbols have to be 

converted to time domain before transmitting through antenna. 

For this, IFFT is implemented at transmitter side and FFT is 

implanted at receiver side. This can be done by choosing the 

number of subcarriers having power of 2.   

For the purpose of demonstration, the scenario of 

OFDM radar with 4 antennas is considered. A Matlab 

waveform of OFDM transmitter signal is generated using FFT 

length of 64 and the data has been modulated with 64QAM. We 

can observe the 100 OFDM symbols and the pilot symbols with 

guard bands in the following Fig.2.  

 

 
               

 Fig. 2.  OFDM mapping with 4 antennas of 100 symbols generated in Matlab 

 

IV.  STATE OF THE ART OF OFDM AND FMCW RADARS 

The use of signals with multiple carriers for radar was 

introduced in [4] and [5]. In this paper, a method of distance 

estimation is proposed in which we need to correlate/compare 

the transmitted and received OFDM signals for radar 

processing. However, in order to get very better distance 

estimation this method imposes a perfect autocorrelation 

requirement. For this purpose, researcher have developed 

another method of OFDM radar processing. The basic idea of 

this approach consists in comparing the transmitted information 

I(n) and the received soft-state information Ir(n)}. If in case 

distortion happens due to some obstacle in the environment or 

multipath propagation of OFDM signal, this information is 

obviously stored in the received arbitrary information. We 

already discussed that we need to keep the minimum subcarrier 

spacing in equation (2), with the help of this information we can 

exactly determine in which symbol, and which subcarrier the 

distortion is happening and correct that before post radar 



processing. Results of correlation-based approach and newly 

proposed method in OFDM is shown in Fig.3. and Fig. 4. 

 
 Fig. 3: Radar range profile calculated with the correlation based    

approach for one single scatterer with σ = 10 dBm2 , vrel = 0, at d = 30 m 

(from [3] ) 

 

 
Fig. 4. Radar range profile calculated with the novel approach for one single 

scatterer with σ = 10 dBm2 , vrel = 0, at d = 30 m (from [3] ) 

 

In the above figures Fig.3 and Fig.4, we can observe that 

by comparing the received arbitrary information and correcting 

the errors before post radar processing, lower sideband levels 

are possible. This is possible due to the special ability of OFDM 

to carry arbitrary information as stated in equation (1). Another 

signal processing method for distance-velocity estimation with 

OFDM signals has been proposed in [6]. In these works, the 

researchers have proposed a new idea of separation of multiple 

users for communication purposes using spread spectrum 

approach which also paves a way for spectral efficient radar 

sensing. 

 FMCW radar, on the other hand, operates with linear 

frequency modulated signals. In an FMCW system, the 

transmitter antenna emits frequency modulated continuous 

radio waves, also known as chirps because it resembles birds’ 

chirp, and the reflected signal from the target is received by the 

receiving antenna. Later, the output of the receiving antenna is 

given to the mixer. In the mixer circuit, a fraction of the 

frequency-modulated transmitted signal is mixed with the 

received signal, producing a new signal, which can be used to 

determine the distance (R) and/or velocity of the moving object. 

The frequency of the new signal is the difference between the 

frequency of the sent signal at transmitter and received 

signal.  Then, the signal from the mixer output passes through 

a lowpass filter, in this stage noise arise from hills or any other 

objects are filtered out. Finally, the signal passes via an 

amplifier, A/D converter, and is then proceeded for processing 

to calculate the distance and velocity of the object. Thus, the 

mixing of two chirps yields their frequency difference1 that is 

determined both by the delay and Doppler shift [7]. For this 

purpose, a FMCW signal of 100kHz bandwidth and sweep time 

around 100 µs is generated in Matlab and depicted in following 

Fig.5. 

 

                         Fig. 5. FMCW waveform generated in Matlab 

In the case of multiple targets, a number of parallel lines 

representing possible solutions in the distance-velocity space 

occur for each chirp. For example, if there are two different 

ramps with different slopes and if there are two targets, the radar 

detects four intersections points on range profile. Two of them 

do not actually represent physical targets, i.e., they are ghost 

targets. Thus, we require another chirp to resolve the ambiguity. 

In general, to resolve this ambiguity we need to keep n+1 chirp 

signals for n number of targets this was discussed in [8]. For 

several targets and chirps, there is a study that shows number of 

intersections grows disproportionately. 

           

         V. LIMITATIONS OF STATE OF THE ART OF OFDM RADAR 

A. Sensitivity to Doppler shift 

                   A fundamental issue of OFDM radar is that, it is 

sensitive to Doppler shift. If the OFDM subcarriers are Doppler 

shifted due to the relative motion between system and target, 

the points where the orthogonality is given are shifted in 

frequency, and at the initial frequency points the subcarrier 

orthogonality. This will lead to intercarrier interference (ICI), 

i.e., reduced orthogonality between the OFDM subcarriers, 

when this happens radar processing will not be accurate. 



B.  High peak-to-average-power ratio (PAPR) 

                 Another basic drawback of OFDM radar is the 

potentially high Peak to average power ratio (PAPR). It is ratio 

of the peak power to the average signal power. It imposes high 

linearity on power amplifiers (PAs) and resolution of DAC 

 

C. Time and frequency synchronization.  

The OFDM subcarriers will be orthogonal only if they are 

synchronized in time and frequency respectively. Otherwise, it 

leads to Inter symbol interference (ISI). The errors occurred in 

time domain synchronization will be appeared in cyclic prefix 

and causes delay in radar operation. If there is error in frequency 

domain subcarriers will be shifted, this type of error leads to 

doppler shift. 

 

D. Internal coupling and crosstalk between antennas.  

When OFDM radars operating in monostatic mode, they 

face the problem of crosstalk. That is the presence of strong 

input at the receiver leads to coupling problems. For signals 

such as OFDM radar, the issue is exacerbated because duplex 

systems need more sophisticated filtering techniques to avoid 

internal crosstalk such as software-configurable filter described 

in [9].  
 

VI. COMPARISON BETWEEN OFDM AND FMCW RADAR 

Based on functionalities of both FMCW and OFDM radar, 

we can observe that these two radars differ in i) how their 

signals are generated and ii) how the demodulation at the 

receiver is performed.  
In OFDM radar, there are three available methods. i) Cyclic 

prefix OFDM (CP-OFDM) is robust against doppler shift but 

there is a wastage of signal power due to cyclic prefix removal. 

In order to solve this problem a new approach is proposed called 

ii) repeated symbol OFDM (RS-OFDM) in [10] in which 

researchers propose to remove cyclic prefix at other symbols 

and append only at first symbol. This will improve SNR at the 

receiver. Another approach called iii) all-cell doppler correction 

OFDM (ACDC-OFDM) works independent of doppler shift 

since it operates by shifting entire symbols which have 

undergone intercarrier interference and has better dynamic 

range compared to other two approaches. We can observe 

simulation results of all three methods in Fig.6. 

                                           
 
 Fig. 6. Dynamic range as a function of the normalized Doppler shift for   

            different OFDM radar approaches, (from [11]) 

   Clearly RS-OFDM has less dynamic range because of not 

having cyclic prefix at every symbol and CP-OFDM methods 

has better dynamic range than RS-OFDM. Finally, ACDC-

OFDM has constant dynamic range because it is independent of 

doppler shift. 

In FMCW, radar transmits a chirped signal and receive a 

time delayed version of it gets reflected from the target. After 

mixing this signal and filtering, the resulting signal is a sinusoid 

at a frequency that is a function of the target's range. This 

frequency is known as the "beat" frequency fb. Thus, the 

dechirped signal will have a form of 

                         
                   x(t)= e j(2πfbt+ϕ) =e j2πfbt e jϕ                                                      (6) 

 

where e jϕ is additional phase shift. For demonstrating 

FMCW range profile generation method, a Matlab code is 

written and executed for target at 20 meters and velocity of 40 

m/s. It is shown in below in Fig. 7. 

 

 
 
  Fig.7. Radar Range profile of FMCW radar generated in Matlab 

 

                                VII. CONCLUSION 

 Radar processing using OFDM is definitely a promising 

feature as it has better distance velocity profile estimations and 

can have range profile having sideband levels of around -45 dB 

is achieved which is a significant improvement in contrast to 

classical autocorrelation method in which sidelobes cannot be 

decreased using signal processing such as windowing. By 

combining several available approaches like ACDC and RS-

OFDM in OFDM radars, significant SNR is achieved at the 

receivers making OFDM based radars power efficient while 

also having better distance-velocity ranges and better dynamic 

ranges. Because of its robustness against interference due to 

orthogonal signals and its ability to carry signals without much 

noise even in MIMO configurations, will make it a better 

substitute for FMCW radars where multipath propagation is 

dominating. 
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Abstract—This paper reviews state-of-the-art SiGe BiCMOS 

technologies and power & low-noise amplifier designs in state-of-

the-art SiGe BiCMOS technologies. Advantages of the SiGe 

BiCMOS technologies compared to CMOS and III-V technologies 

and future targets are discussed in this paper. Current SiGe 

BiCMOS technologies in production offer transit frequency (fT) 

and maximum oscillation frequency (fMAX) 300 GHz and 400 GHz 

on an average, respectively. European and U.S. SiGe BiCMOS 

manufacturers have made a great effort to push the limits of SiGe 

BiCMOS technologies. IHP reported the best technology featuring 

highest fT/fMAX 470/700 GHz. The breakthroughs in SiGe BiCMOS 

technology will pave the way for high data rate applications at 

mm-wave, submm-wave and even THz frequencies.   

Keywords—SiGe BiCMOS technology, Heterojunction Bipolar 

Transistors (HBT), transit frequency (fT), maximum oscillation 

frequency (fMAX), millimeter-wave, THz. 

I. INTRODUCTION  

Millimeter-wave circuits and systems covering the 
frequency range 30 GHz - 300 GHz in various fields of 
application such as telecommunications, and automotive radars 
have been dominated by silicon-germanium (SiGe) devices. 
BiCMOS technologies combine SiGe Heterojunction Bipolar 
Transistors (HBT) and CMOS in single silicon die. While HBTs 
provide high-speed operation and superior RF performance, 
CMOS offers high computing capability and their outstanding 
features make the BiCMOS technologies attractive. As a result 
of continuous scaling of CMOS devices over time, their transit 
frequency (fT) and maximum oscillation frequency (fMAX) are 
improved notably and they find a place in the millimeter-wave 
applications. Next generation automotive radar and 
communication systems will perform high-resolution detection 
and high data rate communication. Therefore, they require 
hardware having very large operation bandwidth. The upper end 
of mm-wave and sub-mm-wave (> 300 GHz) provide broad 
available frequency band to be used in these systems. However, 
fT and fMAX of CMOS devices are not sufficient to design circuits 
at such high frequencies. For this reason, SiGe HBTs will keep 
the leading position in high frequency applications.    

In this paper, advantages of the SiGe BiCMOS technology 
over its competitors e.g. CMOS, III-V technologies and future 
directions of the SiGe BiCMOS are discussed and the current 
state-of-the-art SiGe technologies of leading SiGe 
manufacturers such as IHP, STMicroelectronics, Infineon and 

GlobalFoundries and some RF circuit blocks designed in these 
technologies are reviewed. 

TABLE I.  THE STATE OF THE ART SIGE BICMOS TECNOLOGIES 

II. ADVANTAGES OF SIGE TECHNOLOGY  

A. SiGe HBT and CMOS RF Performance Comparison 

The SiGe HBT and III-V technologies have dominated RF 
and Analog Mixed Signal (AMS) fields since they offer greater 
fT and larger breakdown voltages (BV) compared to CMOS 
technology. As a result of sustained scaling of the CMOS 
technology in the last decades, fT of the CMOS devices 
increased remarkably which makes the CMOS technology 
offering greater integration more attractive. Thus, the advanced 
CMOS has found more use in RF and AMS applications 
nowadays and it was even expected to take the place of the 
BiCMOS technologies. However, the BiCMOS technologies 
will continue dominating the CMOS in many of these 
applications due to the following advantages over the CMOS 
[19]. 

1)  Device models and RF performance of the devices: A 
standard way to extract the device models and report their RF 
performances is de-embedding the parasitics such as effects of 
resistive and capacitive metallization layers. Thus, these are not 
included in the device models. However, the CMOS devices’ RF 
performance, and especially their speed (fT) worsen due to the 
parasitics, if the metallization layers are taken into account. In 
contrast to CMOS, the de-embedding does not have significant 
impact on HBTs performance [19]. For this reason, it is worth 
noting that SiGe BiCMOS outperforms CMOS against the 
parasitics and they must be considered while comparing the 
high-frequency performance of BiCMOS and CMOS [19]. 

Manufacturer Technology fT/fMAX Reference 

IHP SG13G3 470/700 GHz [11] 

Infineon 130-nm 305/537 GHz [7] 

GlobalFoundries 45-nm 375/510 GHz [14] 

Infineon B12HFC 90-nm 287/495 GHz [9] 

IHP SG13G2 350/450 GHz [17] 

NXP 90-nm 230/400 GHz [23] 

ST 55-nm 320/370 GHz [6] 

Infineon B11HFC 130-nm 250/370 GHz [22] 

GlobalFoundries 9HP 90-nm 300/360 GHz [13] 

TowerJazz SBC18H5 285/310 GHz [20] 
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2) Outstanding RF performance of the SiGe HBTs: SiGe 
HBTs feature large transconductance gm, high fT and fMAX 
compared to the CMOS devices. Currently, 55-nm BiCMOS 
technology of STMicroelectronics offers commercial and 
research bipolar transistors with a transconductance of 200 
mS/µm2 and 600 mS/µm2 with fT/fMAX 320 GHz/370 GHz [21]. 
Thus, the SiGe BiCMOS bipolar transistors provide impressive 
RF performance e.g. gain, bandwidth (BW), and noise figure 
even with low collector currents. HBTs are a good choice for the 
low-power applications as well because they show still good 
performance under power-efficient biasing conditions. 
Furthermore, HBTs have lower 1/f noise corner frequency and 
larger breakdown voltages (BV) compared to the CMOS 
transistors [6]. The CMOS devices’ corner frequencies are 
several orders of magnitude greater [21]. Moreover, higher 
output powers are achieved thank to higher BV of HBTs 
compared to CMOS devices.    

3) Sustainable improvement of fT and fMAX of SiGe HBTs in 
BiCMOS technology: fT of the CMOS devices is improved by 
continuous transistor scaling. Similarly, fT of SiGe HBTs 
technology is increased by improving processes e.g. doping 
profiles, vertical and lateral scaling resulting in lower diffusion 
& junction capacitances and emitter & collector resistances. To 
obtain high fMAX, fT must be increased, base resistance RB and 
base-collector CBC must be minimized for HBTs [17]. By 
scaling down the effective emitter length, fT and fMAX can be 
improved. Furthermore, high fT, low gate-resistance RG and 
gate-drain capacitance CGD result in high fMAX. While scaling the 
CMOS device's channel length improves fT, gate resistance RG 
increases. Consequently, after some scaling, fMAX for the CMOS 
devices cannot be increased by enhancing the fT. Due to the 
increase of the gate resistance RG which is caused by the scaling, 
fMAX drops despite fT increase in technologies below 65-nm node 
[4]. Thus, scaling of the CMOS devices which is the main 
driving force for the development of the CMOS technology does 
not enhance fMAX below a certain gate length. 

𝑓𝑇 =  
𝑔𝑚

2𝜋(𝐶𝑑𝑖𝑓𝑓+𝐶𝐵𝐸+𝐶𝐵𝐶(1+𝑔𝑚𝑅𝐸+𝑔𝑚𝑅𝐶))
  (1)  

𝑓𝑀𝐴𝑋 ≅  √
𝑓𝑇

8𝜋𝑅𝐵𝐶𝐵𝐶
    (2) 

𝑓𝑀𝐴𝑋 ≅  √
𝑓𝑇

8𝜋𝑅𝐺𝐶𝐺𝐷
    (3) 

𝑅𝐺 ∝
1

𝐿
   (4) 

B. SiGe HBT and III/V Transistors RF Performance 

Comparison 

III-V compound devices such as GaN, InP, InAs, show better 
RF performance e.g. larger fT, and greater breakdown voltages 
compared to the SiGe HBTs. HBTs’ breakdown voltages are 
around half of GaAs HEMTs’ breakdown voltages and HBTs' 
transit frequencies are 1/3 of HEMTs’ when their BVs are the 
same or very close [8]. However, the foundry process of the III-
V devices is less maturate and hence their circuit complexity is 
restricted [21]. Moreover, unlike III-V devices, in BiCMOS 
technology, HBTs can be easily integrated with low power 
digital CMOS circuits on a single chip. Thus, power 

consumption, performance and total area of the hardware can be 
optimized by avoiding external components. 

III. SIGE BICMOS STATE OF THE ART 

Today, leading advanced SiGe BiCMOS manufacturers are 
mainly IHP, STMicroelectronics, Infineon, Tower 
Semiconductors, Global Foundries (IBM), and NXP 
Semiconductors. Typically, industrial processes in production 
offer fT and fMAX around 300 GHz and 400 GHz. Due to the 
continuous developments in the technology, there is a constant 
demand for higher speed and higher data rate communication 
systems.  

To meet the demand, the TARANTO project aiming to 
develop advanced HBTs in BiCMOS technology, integrated 
circuits and systems for telecommunication and radar 
applications was launched in 2017 by the European Union. The 
project ended in 2021. The TARANTO project targeted HBTs 
with maximum frequencies 600 GHz for STMicroelectronics / 
Infineon HBTs and 700 GHz for IHP [10]. In the project's scope, 
IHP reported a new advanced SiGe BiCMOS process SG13G3 
which features fT/fMAX 470/700 GHz. Also, Infineon 
demonstrated two new BiCMOS processes which are with 90nm 
and 130nm CMOS nodes. HBTs in these processes offer fT/fMAX 
287/495 GHz and 300/537 GHz, respectively [9]. 

A. The Advanced IHP SiGe HBTs 

IHP developed the fastest HBTs by employing a new process 
with non-selective epitaxial growth (NSEG) of the base and 
elevated extrinsic base (EEB) regions generated with selective 
epitaxial growth (SEG) [22]. In Figure 1, cross section of HBT 
in the new process is given. The efforts on optimization of the 
process paid off and IHP could demonstrate the best 
experimental bipolar-only HBTs in the literature having peak 
fT/fMAX 505/720 GHz.  

The adaptation of this process to the BiCMOS HBTs is 
challenged by the thermal budget of the CMOS process. After 
innovations in the process flow, the NSEG process was adapted 
to the BiCMOS HBTs. Thus, advanced SG13G3 technology 
having fT/fMAX 470/700 GHz was introduced by IHP. Compared 
to the previous SG13G2 technology, the new process features 
much greater fT/fMAX in return for a drop approximately 0.3 V in 
BVCEs. However, BVCEo remained as 1.6 V [9]. The SG13G3 
technology is one of the best candidates for the future BiCMOS 
technologies. 

The second process was introduced to develop BiCMOS 
HBTs by a collective run of IHP and Infineon. Selective 
epitaxial growth (SEG) is realized with an epitaxial base link 
(EBL). EBL is used to increase fMAX of the double polysilicon 
self-aligned architecture (DPSA) by reducing the resistance of 
the base link. Several innovations in the process are made. 
Finally, a new process with fT/fMAX close to 330/600 GHz was 
reported by IHP and Infineon. [22]. 



 

Fig. 1. Cross section of the IHP HBT [11]. 

B. Industrial SiGe BiCMOS Process of Infineon 

Infineon developed a new generation SiGe BiCMOS 
B12HFC 90-nm process on the previous B11HFC 130-nm 
process. To improve the performance, the SEG EBL architecture 
presented by IHP was transferred and Infineon used this 
architecture instead of DPSA used in the older process. 
Eventually, Infineon’s industrial B12HFC 90-nm BiCMOS 
technology offers fT/fMAX close to around 300/480 GHz. To 
achieve the same performance obtained after IHP and Infineon’s 
collective work, need for more lateral scaling and enhanced base 
link epitaxy doping profile is considered for the future [9].  

C. Industrial SiGe BiCMOS Process of STMicroelectronics 

Main challenges complicating the improvement of 
STMicroelectronics’ (ST) 55-nm SiGe BiCMOS process 
(BiCMOS055) were reported. Firstly, fT is limited by the CMOS 
node’s thermal budget similar to the IHP technology and ST 
targets optimization of the vertical profile to overcome this 
limitation. Secondly, fMAX is restricted by the extrinsic-to-
intrinsic base link. The new emitter-base architecture will be 
introduced to solve this issue [9]. Furthermore, ST worked on 
technology modifications to make the technology cost-effective. 
A highly doped buried layer at the collector part of their HBTs 
was not cost-effective. Therefore, ST aimed a new fully 
implanted collector architecture [3]. ST could develop an 
experimental HBT by solving the first and third challenges and 
could improve 55-nm HBT’s fT to 450 GHz. However, the HBTs 
fMAX was degraded to 160 GHz because of very high base 
resistance at the end [2]. ST projects the development of 
advanced BiCMOS055X technology with fT around 400 GHz 
and fMAX greater than 600 GHz for the future [9]. 

D. SiGe BiCMOS Process of GlobalFoundries 

U.S. Defense Advanced Research Projects Agency 
(DARPA) launched T-MUSIC (Technologies for Mixed-mode 
Ultra Scaled Integrated Circuits) project aiming the 
development of advanced SiGe BiCMOS process similar to the 
European TARANTO project. As part of the T-MUSIC project, 
GlobalFoundries (GF) demonstrated SiGe HBTs integrated with 
45-nm partially depleted SOI CMOS node and presenting 
fT/fMAX 375/510 GHz. Remarkably, GFs HBTs exhibit a current 
gain (β) greater than 2500 which is a very significant current 
gain. All the details of the process are discussed in [14]. 

IV. SIGE BICMOS STATE OF ART CIRCUIT BLOCKS 

The performance of these technologies can be evaluated 
according to RF performance criteria such as gain, power 
handling capacity (output power), linearity, and minimum noise 
figure (NFmin). 

A. A 300 GHz Low-Noise Amplifier in 130-nm SiGe SG13G3 

Technology 

One of the first published papers on IHP’s new 130-nm SiGe 
SG13G3 technology is on a 300 GHz low-noise amplifier 
(LNA). The proposed LNA features a 68 GHz 3dB BW, 10.8 dB 
peak gain and notable noise performance at frequencies around 
300 GHz with NFMIN 11 dB. The details of the LNA are reported 
in [1]. 

 

Fig. 2. Isolation and noise figure of proposed LNA [1].  

 

 

Fig. 3 Micrograph of the chip manufactured with SG13G3 technology [1]. 

B. Performance Comparison of Broadband Traveling Wave 

Amplifiers in 130-nm SiGe:C SG13G2 and SG13G3 

BiCMOS Technologies 

Another research done on the SG13G3 technology is the 
design of broadband Travelling Wave Amplifiers (TWA) in 
both predecessor SG13G2 and successor SG13G3 technologies. 
The research gives a significant idea about how IHP HBTs were 
improved. The TWA architectures used in both designs are 
identical for fair performance comparison. Differential topology 
was employed for the TWAs which consist of 6 Variable Gain 
Cells (VGC). The design steps of the TWAs are discussed in 



[15]. According to the measurement, there is a remarkable 
performance improvement. TWA in SG13G3 technology 
features 16.9 dB DC gain and BW greater than 110 GHz while 
TWA in SG13G2 technology offers 15.3 dB DC gain and 87.4 
GHz bandwidth. Moreover, the TWA in SG13G3 provides 14.1 
dBm OP1dB while the SG13G2 TWA provides 13.3 dBm 
OP1dB. Thus, the linear power efficiency of the SG13G2 was 
improved from 4.1% to 5.1% with the new technology [15]. 

 

 

Fig. 4 Micrograph of TWA manufactured with SG13G3 technology [15]. 

C. D-Band SiGe BiCMOS Power Amplifier 

A D-Band SiGe BiCMOS Power Amplifier (PA) was 
designed in STMicroelectronics’ current 55-nm SiGe BiCMOS 
process with fT/fMAX 320/370 GHz. The power amplifier 
operating at 135 GHz center frequency with 34 GHz 3 dB BW 
is composed of a cascade stage and three cascaded common base 
stages. It exhibits notable power added efficiency (PAE) 17.1 % 
with 16.8 dBm P1dB. The power efficiency of the PA is three 
times better than other state-of-art PAs [12]. 

 

Fig. 5 Pout, Gain, PAE vs Pin graph of proposed PA [12]. 

V. FUTURE DIRECTIONS 

Sub-millimeter-wave frequency band offers vast available 
frequency band for future electronics applications. As frequency 
bands below the terahertz gap are already utilized, the need for 

advanced device technologies to develop systems that can 
operate in the terahertz gap has increased. The improvements in 
the SiGe BiCMOS technologies pave the way for these systems. 
As mentioned before, the existing SiGe BiCMOS technologies 
in production feature fT/fMAX around 300/400 GHz and they are 
not sufficient to develop systems operating at high frequencies 
of the terahertz gap. They provide limited gain and output power 
at high frequencies. Therefore, typical methods to overcome this 
issue such as frequency multipliers, subharmonic mixers and 
parallel connections of the frequency multipliers are required. 
However, these methods are not efficient in terms of power and 
chip area. Therefore, fT/fMAX must be pushed further together 
[6].  

In order to increase fT and fMAX, high collector current 
density JC, low base-resistance RB and base-collector 
capacitance CBC are required. The effect of resistive and 
capacitive transistor parasitics limiting fT/fMAX can be 
minimized by enhancing metallization schemes featuring 
different metal layers which are thick and properly distanced to 
the substrate for the connection of different device terminals. 
HBT’s performance is degraded by thermal budget of CMOS 
process as well. The SiGe HBT process steps must be improved 
to reduce effect of thermal budget on HBTs [16]. Additionally, 
the contact resistivity contributing resistances at terminals can 
be reduced by developing new contact material compositions. 
Also, collector current density JC is limited since high JC can 
result in electro migration. The enhanced metallization scheme 
and new contact material compositions can allow higher 
collector current density [16].    

Furthermore, CMOS nodes integrated with the BiCMOS 
process are behind state of the art compared to the digital 
CMOS-only process. For this reason, European and the U.S. the 
SiGe BiCMOS manufacturers target the development of more 
advanced CMOS nodes [8]. 

Moreover, silicon photonic devices are promising in high-
speed and long-distance communication. Integrating the silicon 
photonic and SiGe BiCMOS devices will reduce the parasitics 
due to interfacing and manufacturing costs [6].  

VI. CONCLUSION 

As a result of intense effort on development of next 

generation SiGe BiCMOS technologies, the state-of-the-art 

technology featuring fT/fMAX 470/700 GHz was reported by 

IHP. Foremost SiGe BiCMOS device manufacturers such as 

IHP, Infineon, ST and GF carry out research projects to push 

the limits of the technology. In the future, HBTs with high fT 

and fMAX will allow designing integrated circuits and systems 

operating at frequencies close to terahertz. Terahertz gap 

presents vast available frequency band. Thus, integration of 

HBTs with CMOS nodes promises high data rate 

communications. The first published studies on design of RF 

circuit blocks in the next generation SiGe BiCMOS 

technologies demonstrated that high gain & output powers and 

low noise performance can be obtained at high frequencies. The 

improvements in the technology processes, metallization 

layers, and transistor architectures will open the way for the 

SiGe BiCMOS.  
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Abstract—The pursuit of high-efficiency converters leads to
an increasing use of SiC-MOSFETs. To ensure reliability of
SiC-based power converters and prevent device failures, the
early detection of degradation is required. Electrical parameter
changes caused by degradation are observed by condition mon-
itoring and their relevance to the predictability of the device’s
lifetime is assessed. This paper presents state-of-the-art condition
monitoring methods for SiC-MOSFETs based on Degradation
Sensitive Electrical Parameters. As aging precursors, parameters
such as the device’s turn-on time, the on-state voltage and the
drain-source resistance are examined. The SiC-MOSFETs are
aged by accelerated aging tests and the resulting changes in
electrical parameters are studied to assess their correlation with
the device’s lifetime.

The results show that the increase of the turn-on time reflects
the increasing degradation of the device. The rise in on-state volt-
age is caused by both die and package degradation. Specifically,
oxide degradation can be detected by an increase in the drain-
source resistance in saturation region and a rise in the MOSFET
on-state resistance indicates package-related degradation.

Index Terms—condition monitoring, silicon carbide, power
cycling, lifetime, temperature sensitive electrical parameter, elec-
tron traps

I. INTRODUCTION

The superior performance of silicon carbide (SiC) power
metal-oxide semiconductor field-effect transistors (MOSFETs)
compared to silicon counterparts, facilitate high-frequency,
high-efficiency, and thus high-power-density applications [1].
However, the lack of information on the long-term use of SiC-
MOSFETs due to its relatively new technology causes concern
with regard to their reliability [2]. Remedy can be provided by
using condition monitoring systems, which surveil variations
of Degradation Sensitive Electrical Parameters (DSEPs) to
predict the device’s lifetime and degradation mechanisms [2].

Power cycling demonstrates aging by repeatedly turning a
device on and off, leading to alternate heating and cooling
of the device. The resulting temperature fluctuations cause
thermo-mechanical stress between surfaces of different ma-
terials since the layers of a power module consist of mate-
rials with different thermal expansion coefficients. This leads
to material deformations during heating and cooling of the
module, which results in its degradation and can then cause
system failures. Condition monitoring represents an approach
for the maintenance of a device by observing aging precursors
to predict its lifetime.

II. DSEPS IN SIC-MOSFETS

Parameters that demonstrate significant changes with aging
are the gate threshold voltage and the gate leakage current,
but these are difficult to measure and are therefore not further
mentioned [3]. The variation in switching transients with aging
is indicative of the reliability of the device by using the device
turn-on delay as an aging precursor for SiC-MOSFETs [4].
In addition, the change in package resistance and channel
resistance with increasing stress time effectuates a change in
the on-state voltage [5]. Moreover, near interface oxide traps
at the SiC/SiO2 interface of the SiC-MOSFET trap electrons
and increase the MOSFET drain-source resistance in saturation
region, resulting in degraded reliability, indicating die-related
degradation [3]. Package-related degradation can be detected
by the variation of device on-state drain-source resistance [3].

III. STATE-OF-THE-ART IMPLEMENTATIONS OF DSEP
MEASUREMENTS IN SIC TRANSISTORS

A. Using the turn-on time

Reference [4] implements a condition monitoring system
using the device turn-on time delay as a DSEP. The turn-on
time is measured from a gate-source voltage Vgs of 0 V to a
drain-source voltage Vds of 10% of the DC-link voltage [4].

Fig. 1 presents the schematic of the circuit for the turn-on
time monitoring method.

Fig. 1. Schematic of the circuit for turn-on time monitoring method (adapted
from [4])
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The turn-on time detection circuit is designed to determine
the exact turn-on time of the Device Under Test (DUT). It
consists of voltage dividers to downscale the input voltages
Vds and Vgs. A high-resolution capture module detects the
rising edge of Vgs and the falling edge of Vds and measures the
time between the two edges. Voltage pulses are then generated
whose width corresponds to the turn-on time of the DUT [4].

The resulting measured waveform of the turn-on pulse is
shown in Fig. 2.
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Fig. 8. Proposed in situ condition monitoring circuit.

Fig. 9. Proposed measurement timing.

Fig. 10. Experimental waveform of generated turn-ON pulse.

order to monitor the overall aging of the inverter devices, one
set of devices can be monitored, preferably low-side string that
is relatively easier.

C. Detection Discussion

Figure 10 shows the verification of the proposed method,
Vgs , and Vds voltages during the turn-ON transient and detection
circuit output voltage waveform are illustrated. The red curve
depicts the expected voltage pulse output by the proposed detec-
tion circuit in Fig. 8. To achieve precise absolute device turn-ON

time (Ton ) detection, the expected curve starts at 0 V Vgs and
ends at 10% Vds during voltage fall. The black waveform depicts
the experimentally detected turn-ON pulse (Vp) in Fig. 8. As can

be seen, the proposed circuit is capable of accurate turn-ON pulse
time measurement. Though around 3-ns measurement delay is
observed for the captured turn-ON pulse signal, which is caused
by the propagation delay of the voltage comparison circuits and
isolator, this delay does not impact the measurement precision
since the same propagation delay applies to all measurement
results before and after aging. In addition, for condition mon-
itoring, instead of absolute time measurement, relative change
matters and the decision is made based on this change. In order
to validate the measurement for different operation conditions, a
number of impacts need to be discussed before and after aging.

The selected reference voltages for voltage edge capturing in
Fig. 8 defines the time range of the captured transient during
turn-ON. Vref1 defines the end of captured turn-ON pulse end and
Vref2 defines the starting point of the turn-ON pulse. In order
to effectively capture the full turn-ON time interval, reference
voltages need to be properly selected to assure the captured
time intervals keep consistent before and after aging. 10% of
Vds is selected as the reference voltage for the first comparator
(Comp 1). In this way, the drain-source voltage fall stage is
fully captured by the monitoring circuit. Furthermore, 10% Vds

is also officially selected for the turn-ON transient time range
definition per IEC60747-8-4 [22].

Although negative OFF-state voltage of –5 V is commonly
used in SiC MOSFETs to achieve high noise tolerance and fast
switching [23], 0 V is selected as Vref2 to trigger the turn-ON

pulse rising edge. This provides consistency for applications
with different negative OFF-state voltage than –5 V. In addition,
a negative Vref2 may result in the false triggering of the mon-
itoring circuit due to system noise and Vgs ringing. Hence, in
the proposed method, when the Vgs reaches to 0 V during the
turn-ON transient, the voltage comparator (Comp 2) is reliably
toggled and the monitoring circuit is able to capture the full
range device turn-ON time. As the starting point of the turn-
ON pulse is fixed, the turn-ON time increment can be precisely
observed by only measuring the time shift of Vds falling edge.

At higher junction temperature (Tj ), SiC MOSFETs opera-
tion exhibit lower Vth and higher gm [18]. Based on the device
analytical model, higher Tj implies shorter Ton . In Fig. 11, the
drain-source voltage drop is measured at 25, 85, and 115 °C
by means of DPT. A 20-Ω Rg,ext is used to compare the
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Fig. 2. Measurement of the turn-on pulse [4]

The delay of the captured turn-on pulse signal can be
neglected since it does not depend on the aging process.
However, the junction temperature Tj affects the switching
transient and thus the measurement is executed at system
startup when the device has not yet warmed up [4].

As shown in Fig. 3, the turn-on time increases with advanc-
ing age.

90 

remains 0V and the inductive load value is known, the first cycle duration can be actively adjusted 

by digital controller to acquire consistent load current. 

In this dissertation, the load current is controlled to 10A after the first switching cycle, and the load 
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of proposed current control method, the in-situ condition monitoring is conducted three 

consecutive times. As shown in Table 5.1, the proposed Vmp based aging detection is quite 

repeatable for multiple start-up tests. Also, at different load conditions, the detected Miller plateau 

Table 5.1. Detected Miller Plateau during Start-ups 

Load 
DUT-1 

Start-up1 Start-up2 Start-up3 

��� 3.562V 3.563V 3.557V 

��� 3.560V 3.563V 3.560V 

��� 3.559V 3.560V 3.561V 

��� 3.559V 3.558V 3.560V 

Warning Signal Threshold

Figure 5.10. ¨Ton measurement with proposed aging detection approach. 
Fig. 3. Measured turn-on time with advancing age [4]

The same stress test was carried out with 5 supposedly
identical DUTs but whose turn-on times differ from one
another. This highlights the necessity to monitor each device
individually. To avoid system failure, a warning can be com-
municated to the user as soon as the turn-on time exceeds
a defined value, meaning that the device is expected to fail
shortly [4].

B. Using the on-state voltage
Reference [5] investigates the effects of stress on SiC-

MOSFETs in an actual converter. For this purpose, the on-state
voltage Vds of the SiC-MOSFET is continuously monitored
under accelerated stress in a Power Factor Correction (PFC)
boost converter [5].

The selected PFC boost converter consists of a diode
rectifier bridge and a boost converter, as depicted in Fig. 4.

Fig. 4. Schematic of a PFC boost converter circuit (adapted from [5])

The AC-DC conversion in steady-state operation causes pe-
riodic fundamental power losses on the SiC-MOSFET, causing
thermal cycling stress. By changing the input current, output
voltage and switching frequency, the thermal stress applied to
the DUT can be controlled [5].

The aging test is performed with TO-247 packaged SiC-
MOSFETs under accelerated stress by selecting a stressed op-
erating point. Therefore, the switching frequency is increased
to 200 kHz so that switching losses are higher and the junction
temperature exceeds 150°C. In addition, a high operation
current of 12 A is chosen. The selected high-temperature stress
conditions significantly accelerate gate oxide degradation [5].

The on-state voltage Vds is selected as an aging precursor for
continuously monitoring the degradation of the SiC-MOSFET
during converter operation. The Vds measurement principle
used is based on the desaturation protection measurement and
extracts Vds at Ids = 12 A [5].

Fig. 5 depicts the measured Vds of two samples of the same
SiC-MOSFET with increasing stress time.
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Fig. 6. Calculated junction temperature swing of SiC MOS under PFC
converter operation.

of power device can be expressed as

Tj = Tc + Z th( j−c) × Ploss. (1)

The Z th( j−c) is the junction to case thermal impedance
of the SiC MOSFET. The instantaneous power (Ploss) is
obtained by multiplying measured voltage and current across
the SiC MOSFET using a voltage differential probe and
a current probe. The voltage probe is calibrated to reduce
the measuring error of the Vds. MOSFET case temperature
(TC) is measured by a temperature sensor (PT100) placed
in the channel grooved of heatsink below SiC MOSFET.
Fig. 6 displays the calculated junction temperature for two
tested DUTs under the above operating conditions. The half
sinusoidal current induces temperature swings with a period
of 10 ms. For MOS-A, the Tjmax = 192 ◦C, Tjmin = 162 ◦C,
and !Tj = 30 ◦C. For MOS-B, the Tjmax = 166 ◦C, Tjmin =
142 ◦C, and !Tj = 24 ◦C. It should be pointing out that
under accelerated stress in the PFC converter, the temperature
swings and average junction temperature of SiC MOSFET are
higher than normal operating conditions. Although the MOS-A
has a smaller thermal resistance, the power losses of MOS-A
are much higher than those of the MOS-B. The calculated
junction temperature represents the initial state of the DUT at
the beginning of the aging test. However, thermal stress will
change with the increase of aging time.

III. EXPERIMENTAL RESULTS AND ANALYSIS

A. Online Vds Measurement Results

Each type of SiC MOSFETs was stressed for 168 h without
interruption under the above operating conditions in the PFC
converter, and the evolution of the Vds of SiC MOSFET
was continuously measured during the entire aging process.
A preliminary calibration is carried out before using the Vds
as the aging precursor to evaluating the device degradation.
The Vds of the DUT is measured at the drain and source pins
using voltage probes and used to compensate for the online
measurement circuit.

Fig. 7 shows the measured Vds of two samples for each
type of MOSFETs with the increase of stress time. Although
identical stress conditions are applied to both SiC MOSFETs,

Fig. 7. Online measurement of Vds at 12 A for MOSFETs A and B, exhibiting
a large difference in stability. (a) SiC MOS-A. (b) SiC MOS-B.

they exhibit different Vds variations throughout the aging test.
MOS-A shows a gradual increase in Vds with increasing stress
time and eventually reach an increase of 12.8% and 18.1% at
168 h from its initial value, respectively. The variation trend of
Vds of DUT1 and DUT2 (MOS-A) is similar, but the amplitude
of variation is slightly different, which can be attributed to
manufacturing difference. However, the DUT3 and DUT4
(MOS-B) only show a slight increase in Vds after the 168-h
test. The Vds of DUT3 and DUT4 increase over 3.7% and 6.1%
from the original value at the end of the test, respectively. The
variation of Vds can be attributed to both package degradation
and chip degradation. Package degradation caused by tempera-
ture cycling stress results in the increase of the ON-state resis-
tance (bond-wire joint) and thermal resistance (solder layer).
Gate oxide degradation causes the shift of threshold voltage,
thereby the variation of channel resistance [11]. Offline static
characteristic measurements were carried out to analyze the
variation of chip resistance and package resistance of SiC
MOSFET after the aging test.

B. Degradations on Static Characteristics

In order to understand the affected regions and degradation
behavior of SiC MOSFET under accelerated stress in an
actual PFC converter, the variation of electrical parameters
was measured offline on another set of experiments under
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Fig. 5. Vds measurement of two DUTs at 12 A over stress time [5]

Vds gradually rises over time, reaching an increase of 12.8%
for DUT1 and 18.1% for DUT2 from its initial value at 168
hours. The slightly different amplitude of the variations may be
due to manufacturing differences. The cause of Vds variation
can be attributed to both die and package degradation [5].



C. Using the drain-source resistance

The cause of the variation in drain-source resistance can
be differentiated between die-related and package-related ag-
ing, as shown in [3]. The increase in the MOSFET on-
state resistance Rds−on in case of bond wire lift-off or die-
attach solder delamination makes it an effective precursor for
package-related aging detection. A suitable aging precursor for
detection of oxide degradation is the drain-source resistance
in saturation region Rds−sat due to its dependency on the
threshold voltage Vth [3].

The drain-source resistances are measured with system
current and dc-link voltage sensors at system startup, enabling
a relatively slow and simple Vds measurement circuit since Vds

is not measured during normal converter operation with high
switching frequencies. The schematic of the circuit for Rds−sat

and Rds−on measurement is illustrated in Fig. 6 (a) and (b).

Fig. 6. Schematic of the circuit for (a) Rds−sat and (b) Rds−on monitoring
method in phase-leg configuration (adapted from [3])

For the implementation, one switch of a phase leg is turned
on at low gate voltage so it operates in saturation region and
the other switch operates in on-state with full gate voltage, as
shown in Fig. 6 (a). An adjustable gate driver is used for the
switches to actively vary the applied gate-source voltage Vgs.
Both MOSFETs of the leg are turned on and its current is
limited by the switch operating in saturation region due to the
high Rds−sat of the DUT. The low on-state resistance of the
MOSFET operating in ohmic region is neglected, meaning that

the resistance of the leg corresponds to Rds−sat of the DUT.
This means Rds−sat is obtained by dividing the measured
voltage across the leg from the DC-link voltage sensor by
the measured current through the leg from the current sensor
Rshunt [3].

For the determination of Rds−on, the DUT is turned on
at full gate voltage and the other switch operates at low gate
voltage, as illustrated in Fig. 6 (b). This again limits the current
in the leg, ensuring safe operation. For Rds−on calculation, the
voltage drop across the switch in on-state Vds−on is divided
by the measured current of the sensor [3].

To ensure that verification can take place in a short time,
the measurement is carried out using accelerated methods that
demonstrate aging. An effective and well-known method is
power cycling, using repetitive self-heating and forced cooling
to expose the device to large thermal fluctuations. Thus, an
aging cycle of such a power cycling test consists of a heat-up
and a cool-down phase, as shown in Fig. 7.
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Fig. 1. Operation principle of power cycling test.

it is shown through case studies that the proposed approach is
applicable to various converter topologies and configurations.
Some of the preliminary results from this reported in [22].

In Section II, the suitability of proposed precursors is dis-
cussed and verified based on analysis of a batch of aged SiC
devices. The accelerated aging process of these samples through
power cycling is also described. The on-board degradation
monitoring approach is described in detail in Section III. In
addition, the influence of variables choice such as applied gate
voltage, turn ON duration, and external gate resistance on the
proposed aging detection method is comprehensively evaluated.
In Section IV, the proposed method is experimentally validated
for various system sensor topologies.

II. PRECURSOR CHARACTERIZATION

A. Power Cycling

In order to verify the suitability of the proposed degradation
monitoring precursors, a batch of SiC MOSFETs are aged for pre-
cursor characterization. Since the degradation of SiC MOSFETs
needs to be performed in a relatively short time, accelerated
aging of the devices is performed. Although various accelerated
aging methods have been reported in literature, dc power cycling
is one of the most popular and effective methods [2]. Dedicated
dc power cycling setups have also been designed for SiC MOS-
FETs [23]. In dc power cycling, devices are subjected to large
repetitive thermal swings through self-heating and forced cool-
ing. Since such electro-thermal stresses aggressively induce both
package- and die-related aging in SiC devices, they mimic actual
aging mechanisms that occur during normal converter operation
better than other approaches [8]. Hence, in this article, repetitive
junction temperature (Tj) swings, defined as “aging cycles,” are
applied to the devices under test (DUTs). The lower and upper
temperature limits are set at 30 ◦C and 180 ◦C, respectively.
Specifically, each aging cycle consists of two consecutive time
intervals as shown in Fig. 1.

In this article, three DUTs with TO-247-3 package are aged,
which are named DUT1–DUT3. A thermocouple is tightly

Fig. 2. Increasing pattern of Vth caused by aging.

attached to the DUT’s drain tab for temperature sensing and
dc fans are used to cool devices down. The operation principle
of the aging bench is described as follows:

1) t0–t1: The device is heated by passing a constant current
equal to half of the rated current through it in its ON-state
causing conduction loss. Specifically, 5 A ILoad is applied
to the device. This interval lasts until the temperature
reading approaches near the upper limit, which normally
takes 20 s.

2) t1–t2: The injected load current ILoad is controlled by
system microcontroller to gradually decrease to near-zero
level. During this period, device case temperature is almost
equal to the junction temperature and eventually there is
negligible Tj mismatch. This phase normally takes around
40 s.

3) t2–t3: DUT is turned OFF. A dc fan is turned ON which
is controlled by the microcontroller. Even though the
temperature reading can reach the lower limit within 90 s,
this period is set to 2 min for DUTs to ensure that the
devices are sufficiently cool down.

B. Rds−sat Characterization

In this section, Rds−sat is characterized over aging and its
suitability as a precursor for gate oxide degradation monitoring
is studied. The underlying mechanisms behind the variation of
Rds−sat over aging are explained through understanding the
effect of aging on gate threshold voltage (Vth) characteristics.

In SiC devices, it is reported that thermally triggered degra-
dation processes cause defect charges to get trapped in gate
oxide [24]. These charged defects are attracted by applied gate
bias and weaken the ability of gate charge to generate inversion
layer in the body region. As a result, higher gate voltage (Vgs) is
required to form the conduction channel leading to an increase
in Vth. Both interface traps and oxide traps generated during
aging contribute to Vth variation. This is can be verified from the
characterization of Vth of the aged devices, as shown in Fig. 2.
The graph shows an increasing Vth trend over aging where Vth is
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Fig. 7. Aging cycle of the used power cycling test [3]

The junction temperature TJunction as well as the tempera-
ture of the device case TCase of the examined SiC-MOSFET
is measured with a thermocouple. For the power cycling test
used in Reference [3], the device is exposed to a temperature
fluctuation ∆Tj of 150°C during each aging cycle. Self-heating
is achieved by passing half the rated current through the DUT
in on-state. When the temperature almost reaches the upper
limit of 180°C, a microcontroller decreases the current until it
approaches near zero. At time t2, both temperatures reach the
upper limit and are nearly equal. The cool-down phase then
begins, in which the DUT is switched off and a DC fan runs
until the device has cooled down. This completes the aging
cycle, which lasts around 3 minutes [3].

Since thermally triggered degradation processes in SiC
components lead to defect charges being trapped in the gate
oxide and being attracted by an applied gate bias, a higher
gate voltage Vgs and thus a higher threshold voltage Vth is
required. That means the drift of Vth is a DSEP since it
indicates oxide degradation. However, its measurement for



determining device degradation is not advisable due to the
high-speed, high-resolution circuit required [3].

With increasing device degradation, the formation of the
conduction channel is weakened so that Vth increases and
a greater channel resistance in saturation region Rds−sat

is expected. Rds−sat variation indirectly shows changes of
Vth and can therefore be used as gate oxide degradation
detection. The changes of Vth with aging also effect the
drain-source resistance in on-state Rds−on, indicating package-
related degradation [3].

Fig. 8 (a) and (b) illustrate the measured drain-source
resistances in saturation and ohmic regions, with the current
being sensed through shunt resistors.

Fig. 8. Measured (a) Rds−sat and (b) Rds−on over aging cycles [3]

Fig. 8 (a) depicts the measured Rds−sat of the DUT. After
5000 aging cycles, Rds−sat has increased by 38 Ω compared to
when the device was new. The curve fitted to the measurement
points in blue increases steadily over lifetime.

Fig. 8 (b) shows an increase of Rds−on over the aging
cycles. Up to 3000 cycles, this can be assigned to gate oxide
level degradation. A rapid rise of Rds−on is visible after
3000 cycles and is due to package-related degradation. This
includes cracks in the bond-wire and bond-wire lift-offs from
die attachment that were detected after 3000 cycles [3].

IV. COMPARISON OF MEASUREMENT APPROACHES

The measurement approaches using the turn-on time as well
as the drain-source resistance conduct the DSEP measurement
at system startup. This is mandatory since DSEPs are also
TSEPs, resulting in different measurement results for warmed
up devices. In addition, carrying out the measurement at
startup rather than during normal converter operation allows
measurement at low switching frequency.

The on-state voltage of the SiC-MOSFET in a converter
is monitored during converter operation, allowing continuous
knowledge of its state of health.

The determination of the turn-on time is realized with a
high-resolution capture module for edge detection. On the
other hand, the measurement of the drain-source resistance
requires current and voltage sensors. The discussed degrada-
tion monitoring methods for SiC-MOSFETs are all applicable
for degradation detection. However, the advantage of using
the drain-source resistance as a DSEP is its ability to indicate
die-related and package-related degradation separately. This
allows conclusions to be drawn as to what fails first. And
thus provides relevant long-term experience for manufacturers,
who can make corresponding improvements to the device
accordingly.

V. CONCLUSION

Overall, condition monitoring methods are essential for
lifetime prediction of SiC-MOSFETs. While there are many
parameters that reflect degradation, not all are equally well
suited for condition monitoring since some require too high
resolution for their precise measurement. This means that the
monitored DSEPs have to be well-considered.

This paper presented three state-of-the-art implementations
of DSEP measurements in SiC-MOSFETs. By monitoring the
turn-on time based on the device switching transients in power
cycling, the on-state voltage in stressed converter operation
and the drain-source resistance in phase-leg configuration over
the aging cycles, inferences can be drawn about the state
of health of the device. The verification of the presented
implementations of DSEP measurements was based on the
results of stress tests that accelerate aging mechanisms. In
the experimental results, an increase in the turn-on time was
observed for aged devices. Reliability can be ensured by
setting a turn-on time limit above which a warning signal
is given to the user, so that the device can be replaced
in time to avoid system failure. A continuous rise in the
on-state voltage of the SiC-MOSFET with increasing stress
time was detected. The measurement results turned out to be
different despite using the same components, meaning that
individual monitoring of the converter’s SiC-MOSFETs is
mandatory for reliable operation. An increase in the drain-
source resistance in saturation region was detected and can
be attributed to gate oxide degradation. Whereas a rise in
the drain-source resistance in ohmic region indicates package-
related degradation of the DUT. The investigated DSEPs, the
device turn-on time, the on-state voltage and its drain-source
resistance were assessed as reliable aging precursors.
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Abstract—Anomaly Detection in Power electronics is important
for safety and dependability. One of the primary objectives
for Anomaly detection in Power electronics is to extend the
lifespan and MTBF (Mean Time Between Failures). In order
to understand how ML (Machine Learning) implementations on
embedded devices might be used to extend the lifespan of power
electronic equipments, this study focuses on a general survey of
embedded ML implementations. Additionally, anomaly detection,
particularly on microcontrollers, necessitates taking into account
some crucial elements like memory use, computation power, and
so forth. A significant amount of data from monitored variables
under various nominal and erroneous conditions is needed for
anomaly detection in order to increase MTBF. As a result, an
efficient strategy for the application of ML is required. The State-
of-the-Art frameworks and techniques for embedded ML are also
covered in this article.

Index Terms—machine learning, anomaly detection, embedded
systems.

I. INTRODUCTION

Embedded systems, especially those that are safety-critical,
require a higher level of dependability. Many fault tolerance
solutions like the Corrective Maintenance (CM) and Preventive
Maintenance (PM) are not as effective and efficient as the
Predictive Maintenance (PdM) [10]. In CM, devices are only
repaired after a failure takes place. Due to the scheduled
maintenance schedule in PM, more regular maintenance is
necessary. Thus, PdM is preferred as it is reliable by automatic
planning of the maintenance prior to the failure which also
reduces the frequency of maintenance.

Anomaly detection (AD) is the process of identifying events
or observations that are marked differently from the rest of the
data being evaluated. If a facility’s temperature deviates from
the projected value for an extended period of time, a smart
HVAC system, for instance, may use anomaly detection to
monitor building temperatures and send out an alarm. System
or device health monitoring by studying the device’s features
(like voltage, current, temperature and so on) are further
scenarios.

II. ANOMALY DETECTION USING MACHINE LEARNING

A. Strategies for Anomaly Detection

Several AD strategies have been developed for embedded
devices. These methods can be divided into three groups:
condition-based, model-based, and data-driven methods [3].

Condition-based methods identify, estimate, or measure the
electrical parameters, which show the power device’s deteri-
oration. Model-based techniques create an analytical or sim-
ulation model that links physical parameters to the observed
behavior of the device using knowledge of the physics of the
device’s normal operation and anticipated physics of failure
mechanisms. When physics-based models are unavailable, too
complex for real-time application, or difficult to construct, a
data-driven method for anomaly detection is recommended.
Using a data-driven strategy for AD is somewhat effective
because condition based and model based techniques are
challenging to implement for real-time application. As a result,
AD based on ML is preferred for embedded devices as ML
itself is data driven. As technology, techniques, and algorithms
advance, ML models are increasingly incorporated into com-
putationally limited devices, such as microcontrollers [1]. In
order to successfully implement AD on embedded systems
using ML, it is necessary to research several implementation
strategies.

B. Machine Learning concepts in Power electronics

Under the traditional cloud-based Internet of Things (IoT)
architecture design, all data must be sent to the cloud, which
causes unpredictable latency, privacy issues, and non-real-time
features like the necessity for time and resources to send all the
data to the cloud which makes the IoT system unable to act real
time. It is widely observed in IoT systems that computing may
become efficient if network edge devices (gateways, nodes,
and so on) could be made intelligent enough to analyze data
for AD effectively [4]. In order to incorporate such models
at the network’s end, where severely resource-constrained
microcontroller units (MCUs) are located, the following study
discusses the optimizations, methodologies, and platforms that
are used.

The way ML is implemented into Power electronic devices
depends on the device being used, the application, the amount
of power needed, and the amount of storage needed. The
model needs to be adjusted to fit and function well on such de-
vices, especially microcontrollers, which have limited memory
and computation capacity. The resource-constrained MCUs
are the main topic of discussion in this study. In accordance
with [1], specifications of a resource-scarce device are clock
frequency under 200 MHz, on-board flash of no more than 3
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MB, power consumption below 20 mA and (S)RAM memory
no greater than 500 KB. This paper uses this specification for
referring to the term resource constrained devices.

III. STATE-OF-THE-ART IMPLEMENTATIONS OF ANOMALY
DETECTION IN POWER ELECTRONICS

Due to the scarcity of resources in most of the edge devices,
the implementation of ML at the edge is quite challenging.
This paper gives an overall review on AD using embedded
ML in the context of three main factors to be addressed.

1.Data Preprocessing
2.Automated feature selection
3.Classification

Fig. 1. Overview of Anomaly detection in IoT architecture (adapted from [7]

A. Data Preprocessing

Imbalanced classes are a significant barrier to AD’s effec-
tiveness, particularly in IoT systems [1]. The reason is because
IoT systems handle enormous amounts of text, image, sensor,
and other data. Imbalanced classes mean that one particular
class of data having a high occurence than another class of
data. For example, faults in real time are greatly exceeded by
instances of good performance (faultless samples) [13]. This
imbalanced dataset would make it difficult to generalize the
model to new data, despite the model appearing to generate
high accuracy [1]. As a result, the test error is greater than
the training error for the model. Pre-processing is therefore
a crucial step in developing the ML model for AD. Over-
representation of classes is reduced by using Auto Encoders
(AE) and Neural Networks (NN) at the edge side [1].

Data analysis-based approaches can aid in the efficient pre-
processing of the large amount of data. A correlation-based

AD methodology was given in [1]. The concept stood out
because it went beyond the conventional use of sensor data
for Predictive Maintenance (PdM) to incorporate correlation
between sensors. This tactic works well because an anomaly
causes a sudden change in the correlation. Using a real-world
dataset, the correlation between each pair of sensors was
identified and converted into a latent correlation vector. After
that, a probabilistic model was applied to the vector in order to
look for anomalies. This method demonstrates how prior data
processing to produce the correlation vector allowed the AD
to be improved.

B. Automated feature selection

In order to have an effective AD, it is crucial to select the
features with the high relevance.

For data-driven analysis to be successful, a sizable volume
of data under different nominal and incorrect scenarios is
required. Furthermore, it is important to understand which sig-
nals or transformations of the signals (referred to as ”features”)
must be used in order to detect malfunctions at an early stage
of failure. For tracking the degradation, there are a number
of potential signatures and precursors known as condition
indicators. For example, according to [5], for AD in MOSFET,
these comprise the gate leakage current, IDS , VDS , variations
in the resistance of the ON-state (RDS(ON)), gate voltage,
VGS , and others. A method for detecting anomalous states in
a DC/DC converter is proposed in [5] by statistical feature
estimation utilizing Gaussian Process regression (GPR) and
Genetic algorithm (GA). However, rather than an automatic
feature selection, which is widely desirable, this type of
feature selection might result in a converter-specific approach.
The sequential forward selection and sequential backward
selection techniques are automatic feature selection techniques
suggested in [3].

Sequential Forward Selection (SFS): In sequential forward
selection, an empty set ’F0’ is first created. In each iteration
the most significant single feature x+ is added to the feature set
‘Fk’, until the desired number of features ‘D’ is reached. This
is done based on the approach of minimizing the cost function
which is the average loss over the entire training dataset.

Sequential Backward Selection (SBS): In the sequential
backward selection, at first, we have the set of all features
and then the least significant feature is knocked out until the
desired number of features is reached.

Sequential Floating Forward Selection (SFFS), an extension
of the SFS approach, is a more effective feature selection
technique that is detailed in this study. The main disadvanatge
of SFS and SBS is that the significant features are not always
disitinct. For example, in case of MOSFETS, IDS and VDS

might be significant but they are not distinct which adds some
redundancy in the feature selection. So an improved feature
selection method is required which selects significant as well
as distinct features. Assuming ’J’ as the cost function, ’d’ as
the number of original features and ’D’ as the desired number
of features. The process is started with a null set, or an empty
set, making k = 0. (where k is the size of the subset)



Step1: From the feature space, the feature that improves
our feature subset’s performance the most (assessed by the
cost function) is included. Next, we go on to step 2.

Step2: A feature is deleted only if the performance of
the resultant subset improves. Return to step 1 if k=2 or an
improvement cannot be made (i.e., a feature like x+ cannot
be found); otherwise, this step is repeated.

Steps 1 and 2 are repeated until k reaches the value of D.

Fig. 2. Sequential Floating Forward Selection (adapted from [6])

By implementing the SFFS, you can prevent the addition of
features that share the same data to the significant feature set.
This stage of the AD is critical since effective preprocessing is
one of the primary areas of research [1]. Floating search need
to be the first tool tried for many Feature Selection problems
[6].

C. Classification

In IoT AD, classification is a crucial study area. Neural net-
works can be used to handle anomaly classification problems,
and most of these methods make use of deep neural networks.
The model size should be kept as small as possible when
using Deep Neural Networks by using only a few trainable
parameters, and the inference time and energy should be kept
as low as possible by limiting the amount of calculations [7].

A Deep Learning-based AD technique was introduced in
[4], where network edge devices are made intelligent enough
to handle sufficient data. The process involves LSTM (Long
Short-Term Memory) implementation at the edge and effi-
ciency testing on a Raspberry Pi. Data from real datasets are
utilized to build an anomaly detector, which only uses one
feature. There were three layers of LSTM, a 1D convolutional

layer, and a 1D Max pooling layer. With 92 percent accuracy,
a True Positive Rate (TPR) of 0.81, and a False Positive Rate
(FPR) of 0.50, it was possible to distinguish anomalous data
from regular data. The accurate classification of anomalous
data as such, such as labeling as ”abnormal” data that is
actually anomalous, is known as a True Positive.The inaccurate
classification of normal data as ”abnormal” is known as a
False Positive. However, a memory reduction technique was
not covered in full in the paper [4].

IV. ALGORITHMS FOR EMBEDDED MACHINE LEARNING

The scope of this work does not extend to the wide literature
on ML algorithms, their history, and their impact on various
fields. However, some algorithms which made it possible
to implement conventional ML algorithms in embedded de-
vices are explained in the following sections.

A. ProtoNN

k-NN (k-Nearest Neighbors)-based algorithms are general-
purpose algorithms with accuracy based on the selection of the
hyperparameter ”k”. But k-NN can’t be successfully integrated
into MCUs as its requirement to calculate the distance of a
given sample from each training example hinders real-time
prediction on resource-constrained devices due to their low
processing power.

A machine learning algorithm with a smaller storage de-
mand is called ProtoNN, which is based on k-NN. ProtoNN
chooses just a few prototype vectors/samples from this low-
dimensional data after projecting it into a lower-dimensional
space using a sparse-projection matrix. Due to this projection
and the use of only a few representative prototypes, accuracy is
lost; however, this is made up for by the joint learning process
[7], [8]. In Resource Scarce MCUs, this makes it easier to
integrate this method.

B. Bonsai

Prediction models benefit greatly from the accuracy, sta-
bility, and interpretability of tree-based methods. In contrast
to linear models, they map non-linear interactions quite well.
They can adapt to any circumstance and overcome any diffi-
culty (classification or regression).

A ML algorithm built on decision trees that is resource-
constrained is called Bonsai. The low dimensional projection
is learnt in addition to the non-linear mapping. The low-
dimensional projected data is used to train a single tree rather
than a whole forest, and a sparse projection matrix is used to
keep the model size in check [8].

C. Direct Convolutions

The ability of CNNs to process picture data makes them
widely used. The use of picture data processing for AD
may seem off-topic given the theme of our discussion. In
contrast, the article in [11] lays out a CNN-PdM framework
to draw out abnormal patterns from the data and provide more
specific advice regarding the importance of executing PdM on
assets.In addition, a method for converting one-dimensional



data into two-dimensional data has been proposed. It out-
performed conventional ML strategies when paired with the
feature representation from CNNs. Therefore, CNNs cannot
be excluded from the conversation when it comes to AD.

The primary drawback of CNNs is that they consume a lot
of memory. The Direct Convolution [8] method significantly
reduces the memory overhead associated with using CNNs
by utilizing clever memory reuse. The herringbone approach,
which provably consumes optimal space [8] in addition to the
space consumed by the input image, is used to scan the pixels
in alternate rows- and columns-major order.

D. Fast GRNN

Processing temporal data or data that is presented in se-
quences is particularly effective when using a recurrent neu-
ral network (RNN). The discussion of RNN implementation
in microcontrollers is inevitable given that sensor data is
primarily sequential data. However, vanishing gradients and
inaccurate prediction plague RNNs. Gated RNNs were there-
fore developed to address these problems [7]. However, using
Gated RNNs in Microcontrollers would not be an effective
move because they need more parameters than regular RNNs
do.

The new architectures FRNN (Fast RNN) and FGRNN
(Fast Gated RNN) are capable of providing good accuracies
and reliable training while maintaining a modest model size.
In FGRNN, the model’s size was reduced by quantizing
the weights such that they could only have integer val-
ues.FastGRNN uses 2-4 times less parameters than other top
gated RNN models like LSTM and GRU and achieves the
same or occasionally higher accuracy as gated RNN models.

TABLE I
EMBEDDED MACHINE LEARNING ALGORITHM BENCHMARKING

Algorithm Counterpart Test Accuracy Model Size
ProtoNN k-NN <15% 787.02 KB
Bonsai Decision Tree 37.7% 94.52KB

Direct Convolution CNN 65.7% 58.23 KB
Fast GRNN RNN 58.9% 63.56 KB

TABLE 1 gives an estimation of the efficacy of the afore-
mentioned ML algorithms in resource constrained devices.
The table shows that the Direct convolution algorithm out-
performed the other algorithms achieving an accuracy of 65.7
percent. The ML algorithms were tested for their capability to
classify images as it is one of the complex tasks. This could
serve as a reference for the algorithms’ efficiency when they
are implemented in microcontrollers. The dataset CIFAR-10
has been used.

V. FRAMEWORKS FOR EMBEDDED MACHINE LEARNING

Numerous ML frameworks have been created and have
evolved along with the adoption of ML models as de facto
solutions in an ever-growing range of applications. These
improvements have been paralleled in the resource-constrained
end-edge-cloud architecture by tailored ML frameworks that

make it easier to design lightweight models. This section
discusses popular frameworks for deploying ML models on
devices with resource limitations [7].

A. TensorFlow Lite (TFL)
It is a lightweight TensorFlow implementation created by

Google for embedded systems and edge devices. It is a deep
learning framework that is open-source and supports edge-
aware learning inference. It is popular because it makes use
of the five major restrictions of latency, privacy, connection,
size, and power consumption, which are the main issues to
be solved in the deployment of embedded ML. It is simple
to enable a variety of AI applications for object detection,
anomaly detection, and classification (e.g., text, image) using
TFL [7], [14].

B. uTensor
uTensor is a free embedded learning environment that

supports rapid deployment to IoT edge devices and prototype
development. The uTensor is a compact module that occupies
just 2 KB of storage space. A model is first built, and then
it is defined using a quantization effect. The creation of code
for appropriate edge devices is the following stage [14].

C. Apache MXNet17
Deep neural networks can be taught and deployed on

edge devices with limited resources using Apache MXNet17,
a lightweight, scalable, open-source framework. To speed
up DNN training and deployment, MXNet offers distributed
ecosystems and public cloud interface. It includes tools for
tracking, troubleshooting, preserving checkpoints, and adjust-
ing the hyperparameters of DNN models [7].

D. DeepIoT
DeepIoT condenses a neural network into smaller dense

matrices while essentially maintaining the algorithm’s per-
formance. By reducing layer redundancy, this framework de-
termines the bare minimum of filters and dimensions each
layer needs. DeepIoT can reduce energy consumption by 72.2
percent to 95.7 percent, execution time by more than 71
percent, and compression of deep neural networks by more
than 90 percent [7].

VI. CONCLUSION

This paper provides an overview of the necessary proce-
dures and processes for ML implementation in embedded
devices. Additionally, the State-of-the-Art frameworks and
methods supporting embedded ML are also covered. The anal-
ysis of time series data from the sensors is the main method
for anomaly identification in power electronics. However, other
methods are also being employed, such as CNNs, which are
specifically designed for picture input and produce accurate
detection rates. Therefore, in order to broaden the scope of
this discipline, it would be necessary to build an embedded
ML approach that can interpret data types other than time
series data. This article has attempted to explore this issue as
well. Though, this topic has a lot of scope for new approaches
both holistically and atomistically.
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Abstract— In this paper, approaches control of power 
electronics devices, through the applications of artificial neural 
networks and condition monitoring are presented. The principle 
of model predictive control using artificial neural networks as 
predictors is described in this paper. In addition, different 
machine learning algorithms are compared with each other. Two 
relevant applications that are used in practice are explained. One 
is the applications for smart homes and the other is for predicting 
the remaining mileage of electric vehicles. The relevance of 
monitoring to ensure that the results remain reliable is also 
presented. 

Keywords—model predictive control, monitoring, neural 
network, deep learning, Smart-Homes, TSEP, DSEP 

I. INTRODUCTION 

The power electronic devices plays major role in the real 
time industries which is used to control and convert the electrical 
energy. The silicon control rectifiers (SCRS), Thyristors find 
many uses in electronics, and in particular for power control. 
These devices have even been called the pillar of high power 
electronics. Thyristors are able to switch a large amount of 
power and are accordingly used in a wide variety of different 
applications. In thyristors (power electronics), the firing angle is 
a type of control mechanism. It is the phase angle of the voltage 
at which the SCR is turned on. 
Condition monitoring using temperature sensitive electrical 
parameters (TSEPs) and degradation sensitive electrical 
parameters (DSEPS) are widely recognized as an enabler for 
health management of power modules. 
Another control method is predictive models, which can be used 
to predict future events. Predictive models use data from the past 
and present to predict future behavior. They are accurate 
calculations of probabilities in different scenarios based on 
processing large amounts of data. This advanced method uses 
machine learning and artificial intelligence to improve 
predictive power. Machine learning is a system that 
autonomously changes its behavior based on patterns found in 
data sets. This can be used to predict future trends and behavior 
based on past data. The challenge here is to provide and prepare 
large amounts of data. There are different possible approaches, 
for example by regression. For this reason, algorithms of this 
type are often developed or adapted to be used in predictive 
models [1–4]. 

II. MODEL PREDICTIVE CONTROL (MPC) 

 

A. What is Model Predictive Control? 

Model predictive control (MPC) is a very successful 
optimization-based control approach. It consists of repeating the 
following procedure: At each sampling time, solve a finite-
horizon optimal control problem, applying the first part of the 
corresponding optimal solution of the input trajectory until the 
next sampling time [5]. The main advantages of predictive 
control and the reasons for its widespread success in many 
application areas are: 

 The guaranteed compliance with hard state and input 
conditions. 

 The direct optimization of a quality criterion in 
controller design. 

 Applicability to general nonlinear systems with multiple 
inputs and outputs. 

 Controls complex multivariable systems with 
complicated dynamics. 

Model predictive controls were originally developed for 
multivariable control tasks in process engineering  [6]. 
However, because of their practical advantages, these controls 
are increasingly being used successfully in other areas, such as 
energy systems [7].  
 

B. Functional principle 

The operating principle of model predictive control can be 
explained by Fig. 1. Starting from the process states at time k, a 
finite number of control values (u(k)...u(k + p)) is calculated in 
such a way that the controlled predicted output follows a given 
course "as well as possible". The course of the controlled 
variable is also generally considered only for a finite number of 
sampling steps (up to time k + p). Hp is the prediction horizon. 
A suitable mathematical quality functional must be selected to 
calculate the optimum manipulated variable curve. In the 
simplest case, scalar cost functions are used for this purpose, in 
which a mostly quadratic evaluation of the control deviation and 
the manipulated variable change is performed over the 
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prediction or manipulation horizon. During control, a process 
model is used to calculate the best possible values for u(k)...u(k 
+ p) over the horizon in each sampling step in terms of the 
quality functional. The first value of this sequence is output to 
the process as manipulated variable. The remaining manipulated 
variable values are discarded and the calculation is performed 
again in the next scanning step. When calculating the optimal 
manipulated variable sequence u(k)...u(k + p), the free 
movement of the system resulting from the current process state 
and past manipulated variables must be taken into account. 
Since the optimization is based on the prediction of the process 
behavior, position or state constraints can be considered very 
easily. For this purpose, the course of these constraints over the 
prediction horizon must be specified and included in the 
calculation. If necessary, (measurable) disturbance variables can 
also be taken into account in the optimization process [4]. 

 

 

Fig. 1. Basic principle of predictive controls 

III. MODEL PREDICTIVE CONTROL- PLANNING 

     Before using a model predictive control (MPC), the first step 
is to determine whether there is any potential for optimization 
and savings at all. Here, a fundamental distinction must be 
made between already existing (or possibly expandable) and 
new energy systems, which will be considered separately 
below. 

A. Existing energy systems 

     Whether a savings potential can be achieved by model 
predictive control in already existing energy systems depends 
very much on the existing general conditions. No general 
statement can be made about an optimization potential by 
model predictive control, but systems could be identified in 
which optimization needs are to be expected. Table 1 lists 
decision criteria for energy systems where model predictive 
control is useful or not. 
 

MPC useful if…. MPC not useful if…. 

Storage tanks are present 
(thermal, electrical, etc.)  

there is no possibility to 
move loads  

generation units are available 
(solar thermal, photovoltaic, 
etc.) 

plant can only be operated 
in one meaningful way 

variable import and export 
prices (night tariff, participation 
in the spot market, etc.) 

fixed import and export 
prices 

slow acting or complex systems 
(biomass furnace, etc.)  

only one generation plant 
is present or these are very 
flexible 

 complex sector coupling 
(CHP-System) 

Knowledge about the 
future can not improve the 
system behavior at all.  

 
Table 1. Overview of energy systems where MPC is or is not 
appropriate. 

 
In principle, it can be assumed that an MPC achieves savings in 
energy systems where at least one point speaks in favor of an 
MPC, or that the savings potential increases with the number of 
points speaking in favor of it. In principle, it can be assumed 
that an MPC achieves savings in energy systems where at least 
one point speaks in favor of an MPC, or that the savings 
potential increases with the number of points speaking in favor 
of it [8]. 
 

B. New energy systems 

     In the case of a new energy system to be planned, the use of 
an optimization-based planning tool is a good idea. Such tools 
can take into account the operation of power generation plants 
by a model predictive control already in the planning stage in 
order to design an optimally tuned system. See, e.g., [3] for a 
freely available optimization-based planning tool that uses 
current market prices for generation plants and typical load 
profiles for different building types to suggest a technology-
neutral investment portfolio for the required energy supply. If 
the resulting portfolio has a high initial investment but low 
operating costs, a business model must be used (e.g. 
contracting) that takes into account the interests of investors 
and later operators/occupants alike [9]. 

IV. ARTIFICIAL NEURAL NETWORK (ANN) 

Artificial neural networks (ANNs) are a subset of machine 
learning. They are inspired by the human brain and mimic the 
way biological neurons collect signals from surrounding cells, 
give a weight to each signal, for importance from the signal, and 
then decide whether to send a signal themselves. 

The special feature of artificial neural networks compared to 
other algorithms is that artificial neural networks can learn 
abstract intermediate concepts. They use learning material to 
learn a general concept that can be used to predict values, for 
example [10]. 



 

 

A. Structure and function of ANN 

Neural networks consist of layers of nodes that have an input 
layer (input), a hidden layer (hidden layer) and an output layer 
(output). While the input corresponds to the recording of the 
signals, the middle layer (layer) decides how the network 
responds to the recording to generate the output. Each node 
represents an artificial neuron. Each neuron also has edges that 
connect the individual nodes within the layer. The edges 
between nodes have weights (𝑤 ) that define how the input is 
computed across the edge to the next node. This topology of a 
simple ANN a  hidden layer can be seen in Fig. 3 [11]. 

 

 

Fig. 3. Structure of a simple ANN with hidden layer 

ANN are very well suited for predictive tasks due to their 
approximation capability. In addition to predicting the future 
initial value, the networks can also make predictions over a 
longer period of time by selectively changing the network 
structure. The fact that manual intervention in the manufacturing 
process is also possible today ultimately led to the idea of 
developing a process model that can draw on experience and 
learned process knowledge. Artificial neural networks (ANN) or 
fuzzy algorithms can be used as knowledge-based models. The 
main advantage of ANN over fuzzy logic is that no process 
knowledge is required in modeling. ANN can assume the 
behavior of the process from observation alone. In addition, the 
networks can be adaptively trained so that they continually adapt 
to changing environmental conditions. The modeling effort, 
extrapolation capability, and computation times are strongly 
dependent on the network structure (type of network used, 
structure, configuration, training data). Generally applicable 
systematic procedures for the identification of an optimal 
network topology and configuration do not exist, nevertheless, 
according to [11] artificial neural networks are now the most 
commonly used approach for black-box modeling. 

B. Deep Learning  

Deep Learning is not a separate method, but a type of neural 
networks. The main characteristic of Deep Learning is that an 
artificial neural network consists of several hidden layers. A 
neural network that consists of more than one hidden layer can 
be considered as a Deep Learning algorithm [12]. 

Fig. 2 shows the distinction between Artificial Intelligence, 
Machine Learning and Deep Learning. 

V. NEURAL PREDICTIVE CONTROL 

     In addition to classical methods of process description (for 
example, state space), neural networks enable fast and compact 
modeling of a multidimensional, dynamic and strongly 
nonlinear system behavior. Therefore, various applications of 
this method can be found in the industry. Successful attempts 
to combine neural networks and predictive controllers are 
described in [13]. However, neural networks are not only 
suitable for modeling processes, but also for use as controllers. 
For example, the implementation of a neural network as a 
predictive controller is also conceivable [14]. 
There are no upper limits to the complexity of the control 
concept to be set up. The MPC approach can be applied for 
simple single-size control as well as for multivariable control.  
The simplified basic principle of a simple MPC control is 
shown in Fig. 4. 
 
 

  
Fig. 4. : Basic principle of neural predictive control ([15]) 

 
Based on future manipulated variables u′ to be optimized, the 
ANN calculates the prediction of the controlled variables yˆ for 
a defined prediction horizon. The goal of the optimization is to 
minimize the given quality criterion and to compute the optimal 
future manipulated variables u′  from it. The result is a 
sequence of manipulated variables, of which only the first 
manipulated variable u is output to the process. The considered 

Fig. 2. Differentiation between Artificial 
Intelligence, Machine Learning, Deep Learning 



 

 

time horizons shift continuously and the optimization task is 
solved anew at each sampling step. This approach is called the 
principle of the "sliding horizon" in the technical literature and 
ensures that current information of the controlled and 
manipulated variables is always included. Without this 
approach, the calculated sequence of manipulated variables is 
based on outdated information. A reaction to non-measurable 
disturbances would only be possible after the calculated 
prediction horizon (or manipulated variable horizon) has 
expired. 

A. Monitoring 

After creating the prediction model, its efficiency should be 
closely monitored to ensure that the results remain reliable. 
Condition monitoring refers to the process of monitoring the 
condition of a system to identify changes that would indicate 
damage or an incapacitating failure. It allows operators to 
identify and correct problems (through repair and maintenance 
procedures) before they lead to equipment failure. 

B. TSEP 

     The use of temperature-sensitive electrical parameters 
(TSEPs) to determine the junction temperature of power 
semiconductors is one of the most important techniques for 
implementing condition monitoring strategies that can be used 
to assess aging damage, improve module lifetime, and establish 
operating limitations. The use of TSEPs for condition 
monitoring has made electrothermal characterization of power 
devices and modules an essential requirement for effective 
implementation [2]. 
 

C. DSEP 

The main objective of a healthy monitoring system is to 
measure and track degradation sensitive electrical parameters 
(DSEP) or failure precursors. Several failure precursor 
parameter-based methods have been published to monitor 
potential IGBT failures due to degradation or aging, such as the 
on-state voltage (VCE,on), gate-emitter threshold voltage 
(VGE,th), gate current (iG), short-circuit current (Isc), turn-off 
time (toff), and thermal resistance [16]. 
 

VI. APPLICATION OF MACHINE -LEARNING 

ALGORITHMS 

 

A. Method for predicting the remaining mileage of     
electric vehicles 

 
For electric vehicles, it is important to predict range 

accurately. Predicting range is a regression problem. In [3], 
different models and the appropriate machine learning 
algorithms were compared. The goal was to predict the range of 
electric vehicles with a very high accuracy. The bagging fusion 
model, the staking fusion model and the weighted fusion model 
are considered. The bagging fusion model has the best 
prediction performance, with a maximum error of 3.5%. The 

model is based on the model fusion strategy and the dimension 
expansion, which use the Extreme Gradient Boosting algorithm 
(XGBoost algorithm). Thus, the remaining mileage of electric 
vehicles can be predicted directly. Three machine learning 
algorithms are compared to evaluate the accuracy of prediction. 
Compared to the Ridge Regression (RR) algorithm or Random 
Forest (RF) algorithm, the XGBoost model has the highest 
accuracy. The principles of RR, RF, and XGBoost are described 
in detail in [17,18]. 

 

B. Deep Learning in Smart-Homes 

     Also the field of smart homes is strongly developed and 
neural networks are also used and find their applications. 
The environment and home systems, such as lighting, 
appliances, temperature and security systems are automatically 
controlled via network communication [19].  
As smart homes become more personalized, data must be 
analyzed daily to provide appropriate functions and services.  
From this, it can be seen that smart home technology is moving 
beyond the remote control of the home and is now gradually 
evolving into a technology that learns user data and provides 
personalized functions and services with machine learning and 
deep learning [20]. 

 

VII. CONCLUSION 

 
By applying artificial intelligence approaches, the increased 
amount of data can be processed and fused into a very accurate 
model. Similarly, the data collected by such a system can be 
used to train neural networks to extend the life of power 
electronic systems. 
Neural networks are considered to be completely data-based 
black-box models and have some limitations. Their results are 
only trustworthy in the domains in which they have been 
trained. Therefore, for the intended use case, a suitable  
training dataset should include relevant parts of the system 
dynamics. It is necessary to test the models before their use in 
predictive control. A disadvantage of artificial neural networks 
is the high computational time required for training.  
 Furthermore, it is important to provide suitable monitoring 
measures such as monitoring that supervise the model. 
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Abstract—This paper presents the secondary literature on dif-
ferent thermosensitive electrical parameters and their potential
to measure the junction temperature which is important for both
its optimal operation and reliability. The usage of temperature
sensitive electrical parameters in temperature measurements are
realized and assessed to have a better understanding of the
limitations that prevent wide scale implementation. This paper
focuses on the Conduction Voltage, Threshold voltage, Internal
Gate Resistance, Transient Switching Behaviour and Turn-off
delay time. They are compared with respect to sensitivity,
linearity, calibration needs, complexity and possibility of on-line
measurement.

Index Terms—thermo-sensitive electrical parameter, SiC MOS-
FET, comparison, junction temperature measurement.

I. INTRODUCTION

In recent years, pushing the limitations of semiconductors’
power rating and switching frequency, silicon carbide (SiC)
power Metal Oxide Field Effect Transistor (MOSFET) ad-
vanced properties has led converters to have a higher power
density. Despite these advancements, junction temperature (Tj)
variation still needs to be resolved to take full advantage of SiC
MOSFET [1]. A critical technique for thermal management,
lifetime prediction, and converter reliability enhancement is
by monitoring the SiC Tj. The failure and degradation of the
SiC device is often attributed to excessive Tj [2] which makes
the measurement of Tj important.

The three main types of Tj measuring methods are op-
tical methods, physical contact methods, and temperature
sensitive electric parameters (TSEPs) methods. A thermo-
reflective technique or optical temperature indicators such as
luminescence, Raman effect, refraction index, reflectance or
laser deflection gives the possibility of directly obtaining a
temperature map of the device. However, optical measurement
requires modifying the power module and obtains a non-
uniform chip temperature, that is a temperature difference
between the center and edges of the chip resulting in a 2-
Dimensional map of the heat distribution. The physical contact
method is done by incorporating temperature sensors into
the package to estimate device temperature [3]. However, the
validity of the estimation relies on the accurate device package
and tedious analytical analysis [4] because of its poor dynamic
response and issues of EMI (Electro Magnetic Interference),
voltage isolation and the non-uniform temperature distribution

results in the sensor returning either a local or mean average
temperature and have a slow response in the measurement
[5]. In case of a real-time application, the optical and physical
contact methods requires visual or mechanical access to the
chip resulting in limitations to implement physically in field
applications.

The electrical parameters of the semiconductor which varies
with the temperature are called TSEPs. Many electrical prop-
erties of the semiconductor devices have a strong relationship
with the temperature which can be used to extract the junction
temperature. The thermal dependence of electrical properties
of SiC is used to determine the temperature. This method is
excellent for its relatively high accuracy, fast response and
ease to be integrated into the gate driver circuit [5]. The
advantage of TSEPs method is that the electrical connections
needed for the device to function normally is used for the
measurement and the device itself acts as a temperature sensor.
The disadvantage is that the temperature maps cannot be made
since only the averaged value is extracted.

II. TEMPERATURE SENSITIVE ELECTRICAL
PARAMETERS

There are many TSEPs which have been utilized in SiC-
based devices which extract the information of the Tj indirectly
by correlating the Tj with one or multiple electrical parameters.
They can be divided into two categories, static TSEPs and
dynamic TSEPs. The static TSEPs are extracted during the
on-state or off-state while the dynamic TSEPs are extracted
during the turn-on or turn-off transition.

A. On-state voltage

The voltage across the device during forward conduction
(Vds,on) have a good sensitivity to temperature [6]. However,
the temperature dependence is non-linear and load depen-
dent, therefore its use in online monitoring requires current
measurement in order to decouple the load dependency from
thermal effects. The main challenge in the practical use of
the Vds,on for online monitoring resides on the significant volt-
age overshoot across drain-source terminals during converter
switching, ranging from few volts during conduction to well
over the DC-link voltage (Vdc) during turn-off transients. These
voltage overshoots complicate the design of signal acquisition
circuitry with significant challenges in terms of high dynamic
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Fig. 1. Schematic circuit diagram for Vds,on, gate current and quasi-threshold voltage measurement.

range and isolation between the low-voltage monitoring circuit
and the high-voltage power stage. The emitter-follower circuit
[6] described in a part of Figure 1 is a practical solution to
the measurement of Vds,on of the device under test (DUT). A
good linearity and sensitivity with Tj is observed.

B. Threshold voltage

The threshold voltage (Vth) is the one of the most critical
characteristics of the SiC MOSFET whether static characteris-
tics or switching characteristic [7]. One of the most common
Vth extraction methods is the measurement static transfer drain
current versus gate-source voltage (ID – VGS) of the transistor
at constant current. The measurements are carried out using
very low drain voltage (around 100 mV) to make sure that
the transistor operates in the linear region and to avoid self-
heating.

The main challenge in online detection of (Vth) during
turn-on transients lies in the sampling of the VGS at the
correct instance of time since the VGS has a very fast rising
times typically up to 1 V/ns in SiC power transistors [6].
A potentially suitable method is the detection of a quasi-
threshold voltage [8] described in a part of Figure 1. The Vth is
observed [8] to have a negative temperature coefficient (NTC).
Vth is one of the promising temperature sensitive electrical
parameters with good sensitivity and linearity.

C. Internal Gate resistance

The total gate resistance (RG) is the combination of the
external resistor (RG,ext) which is a part of the driver circuit
connected to the power module and internal gate resistance
(RG,int) which is an intrinsic material property of the gate
of the transistor. The time constant τon of the equivalent
gate capacitance charging process during turn-on before Vth
is defined in (1). During turn-on transition of a SiC MOSFET,
for a fixed Vdc, the drain–source voltage (Vds) can be assumed

to be constant which also results in gate to drain capacitance
(CGD) being constant as well. When the gate is connected
to the supply voltage, VGS starts to increase until it reaches
Vth, at which point the IDS starts to flow and the gate to
source capacitance (CGS) starts to charge, CGS does not change
significantly until Vth is reached.

τon = (RG,ext +RG,int)(CGS + CGD(Vds)) (1)

A simple peak detector circuit [6] described in a part of
Figure 1 measures the voltage across the external gate resistor
whose peak is directly proportional to the gate current. Similar
to Vth the RG,int as TSEP is load independent. Heavy doping
of polysilicon required for low resistivity gates, results in low
temperature coefficient of its resistivity, potentially resulting
in low sensitivity of RG,int as a TSEP [6].

Another online Tj measurement is using the Gate-Signal
Injection Method [9]. It is a circuit to superimpose a high
frequency signal to the gate voltage and a measurement circuit
to measure the voltage drop across the RG,ext. This method
is implemented in a buck converter, consisting of a SiC-
MOSFET half bridge and an ohmic-inductive load. There is
a biunique characteristic, that is it is having a one-to-one
relationship for Tj < 75°C [9]. At higher temperatures, the
voltage drop further decreases, which makes it impossible to
achieve a reliable temperature measurement resulting in the
relationship between the Tj and the voltage drop across the
RG,ext not biunique for all temperatures. This injection method
has a very low temperature sensitivity at higher temperatures.

D. Switching rate of the drain current

The switching rate of the IDS during turn-on (dIDS
dt ) could be

an effective TSEP for SiC and that its temperature sensitivity is
improved when the magnitude of the switching rate is reduced
[10]. The temperature sensitivity of the turn-on transient is



determined by the NTC of the Vth. The turn-on delay time
(td,on) defined in (2) is the time interval from the start of
the VGS rise to the start of the current rise. CISS is the input
capacitance and VGG the output voltage of the gate driver.

td,on = RGCISS ln (
VGG

VGG − Vth
) (2)

Switching the devices at lower switching rates with higher
RG minimizes the hindering effect of the parasitic inductance
on the temperature sensitivity of the turn-on transient. Ne-
glecting parasitic inductance, the switching rate of the IDS of
a MOSFET in saturation and its temperature dependency is
defined in (3). It can be seen that the technology dependent
parameters that determine the switching rate and transconduc-
tance (gm) are the Vth and the gain factor (β) which depends on
chip size and electron mobility (µe). β reduces with tempera-
ture because the µe reduces with temperature. The temperature
coefficient (TC) of β and the Vth oppose each other and the
Zero-Temperature-Coefficient (ZTC) point is where the effects
are counterbalanced resulting in the transconductance being
temperature invariant.

dIDS

dt
= gm

dVGS

dt
(3)

where gm = β(VGS(t)− Vth) and β =
WµeCOX

L
.

If the switching rate is to be used as a TSEP for online
measurement in SiC power MOSFETs, then its relationship
with other parameters like load current and Vdc, must be
calibrated [11]. The load current and voltage dependency of
dIDS
dt should be decoupled from its temperature dependency

so that it can be used for Tj sensing. The parasitic source
inductance has the effect of slowing the device down and
reducing the temperature sensitivity of the dIDS

dt . Hence, either
the device is slowed down at the expense of higher switching
losses or intelligent gate drivers with the capability of variable
gate drive impedance are to be used if dIDS

dt is to be used as a
TSEP.

E. On-state resistance

The on-state resistance (Rds,on) of MOSFET is the resistance
between the drain and source terminals when the device is
in on-state. It is comprised of different parasitic resistances,
which contribute to the Rds,on . In SiC MOSFETs, the channel
resistance (RCH) given by (6) has a higher contribution to the
total Rds,on [12].

RCH =
L

WµeCOX(VGG − Vth)
(4)

Since Vth reduces with temperature which means RCH de-
creases with increasing temperature, so it is a NTC. The drift
resistance Rdrift and Junction Field Effect resistance RJFET
increase with temperature due to increased phonon scattering,
hence exhibit a PTC. RCH is affected by the VGG used to

turn-on the MOSFET. Driving the device with lower VGG will
increase the partial contribution of the RCH to the Rds,on,
resulting in different temperature coefficients as a function
of the VGG. As a result, Rds,on has different temperature
coefficients, it is difficult to determine the global TC of Rds,on
[12]. Therefore using Rds,on as a TSEP comes with complexity
despite having good linearity, sensitivity.

F. Switching times

The td,on which is mathematically expressed in (2) has a
linear relation to the change in Tj. As temperature rises, the
td,on decreases with temperature due to the decrease of Vth.
The turn-off delay time (td,off) is the time interval from VGG
falls to 90% to the Id rises to 10% defined in (5).

td,off = RGCISS ln(
VGG

Vth − VGG + ID
gm

) (5)

For SiC MOSFETs [12], the td,off increases with the temper-
ature. This is because the Miller plateau and RG,int contradict
with each other in determining the thermal dependence of the
td,off. The Miller plateau increases with the ILOAD, and the td,off
is negatively dependent on the Miller plateau. As a result, td,off
decreases with the ILOAD. The Vdc and ILOAD play a significant
role in interfering with the temperature sensitivity of the td,off
for SiC MOSFETs.

III. COMPARISON OF TSEPS BASED ON KEY
PERFORMANCE INDICATORS

The five comparison criteria based on Key Performance
Indicators (KPI) of TSEPs will be used in this paper are the
sensitivity of the TSEP, its linearity, complexity, the calibra-
tion needs and the possibility of doing on-line temperature
measurements [3]. An ideal TSEP for use during converter
operation should provide a high temperature sensitivity, has
a linear temperature dependency and that the sensitivity are
comparable between devices of the same type to minimize the
calibration effort. It is essential that the TSEP itself can be
measured without major modifications to the power converter
and without needing to change the power converter is opera-
tion. The development of a temperature measurement system
using TSEPs is hindered by the dependence of electrical
parameters on other variables outside of temperature, parasitic
and aging influences throughout a power electronic converter
lifetime and the practicality of conducting the measurement of
a TSEP without interrupting normal operation and permits to
reduce the experimental duration of the calibration [14].

A. Sensitivity

High sensitivity is important as it helps to eliminate the
complex and expensive measurement circuit with high reso-
lution. The Vth has a good sensitivity. The sensitivity of dIDS

dt
and td,off time is improved with slower switching times and
intelligent gate driver circuits. The RG,int and the Rds,on do
not offer a good sensitivity [12] as compared to the earlier
mentioned TSEPs.



TABLE I
SUMMARY OF KPI COMPARISON

TSEP [12] Dependicies [8]

KPI

Sensitivity Linearity
Calibration Online

Complexityneeds Measurement [13]

Static RG,int Tj
depends on depends on

Medium [13] feasible High [13]gate design [13] gate design [13]

Static Rds,on Tj Medium [12] good [12] Low [12] feasible Medium [12]

Static Vth Tj good [13] good [13] Low [13] feasible High [2]

Static Vds,on Tj,VGS good [13] bad [13] High [13] feasible Low [13]

Dynamic dIDS
dt

Tj, ILoad, RG, VGS
good for

Medium [13] Medium [13] feasible Highslow switching [13]

Dynamic td,on Tj, RG, VGG
good for

good [13] Low [13] feasible
Low, with high bandwidth

slow switching [13] current sensor [2]

Dynamic td,off Tj, RG, VGG
good for

good [13] Low [13] feasible
Low, with high bandwidth

slow switching [13] current sensor [2]

B. Linearity and Calibration needs

The measure of linearity helps to determine the calibration
effort, as non-linear parameters require more calibration points
and linearization techniques. The Vth and td,off provide a linear
relationship to Tj while the other TSEPs do not.

C. On-line temperature measurements

State-of-health of the device can be monitored in real-time
with the device’s Tj, and various lifetime extension strategies
can be applied by adjusting the converter operation accord-
ingly by obtaining accurate online Tj measurement. Utilizing
the parasitic inductance between kelvin and power sources,
the Vth is acquired during converter operations thus enabling
online measurement. The td,off time has also been successfully
used for online Tj measurement in SiC MOSFETS. Online
measurement can be realized with the peak gate current
detection circuit when using RG,int as a TSEP. The online Tj
measurement based on Rds,on is feasible with the aid of the
circuit designs to measure the device’s current and voltage
simultaneously.

D. Complexity

The dIDS
dt is the most challenging TSEP in SiC to be

detected because of the extremely fast transients resulting
in challenging circuit design, but also due to a potentially
very low temperature sensitivity and current dependence. The
TSEPs RG,int and Vth also have a complex measurement but
the measurement data has a better sensitivity and linearity.

IV. CONCLUSION

From the literature study of the Vds,on, Vth, RG,int, dIDS
dt and

td,on it has been understood that the Vth is one of the promising
TSEPs. The Vth provided a good sensitivity and linearity. A
real-time measurement was possible with the quasi-threshold
voltage method. This method is better in terms of faster
acquisition of the TSEP and higher immunity to the false
trigger for the temperature readout [8]. The Rds,on also appears
to be a promising TSEP but it is highly dependent [12] on

the SiC MOSFET generation. The dIDS
dt and switching times

as TSEPs in application is highly unsuitable because of the
requirement of the TSEPs to be operated at lower frequency
which will result in larger size, volume and weight of the
measurement setup.
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I. INTRODUCTION  

 With excellent properties of ideal semiconductors like 
wide bandgap, high electron mobility, high critical field 
strength, high BFOM and also great commercial properties 
like low cost, ease of fabrication in large volume, Ga2O3-

based devices might be the future of power switching devices 

and also for RF applications[3]. The bandgap of Ga2O3 
semiconductor is between 4.8 to 4.9 eV which is much larger 
than GaN semiconductor which is only 3.4 eV and is the 
second largest bandgap after diamonds (see Figure 1)[10]. 
Diamonds are not used as they are expensive. The advantage 
of having large bandgap is that it can withstand high electric 
fields. These properties allow the production of devices with 
low on-resistance (low conduction losses), high breakdown 
voltage (high reliability) and fast switching speed (board 
applications). Although the main disadvantage in Ga2O3 
when compared to GaN is that it has low thermal 
conductivity and low carrier mobility as shown in figure 1. 

 

Fig 1 Material properties of power semiconductors[10] 

Figure 1 compares different electrical properties of GaN, 

diamond with Ga2O3. It can be found that Ga2O3 is a better 

semiconductor when compared to GaN but not when 

compared with diamond. Since diamonds are expensive, they 

are not used in manufacturing process. The major 

disadvantage which can be found out form figure 1 is that the 

thermal conductivity is very low when compared to GaN and 

diamond [10]. 

 

II. FABRICATION 

The biggest advantage of adopting Ga2O3 into the 
semiconductor technology is that large wafers of crystalline 
Ga2O3 are easy to manufacture. Because Ga2O3 is thermally 
stable, it can be produced using bulk techniques such as the 
Czochralski method used to produce silicon wafers [11]. In 
recent days, crystals have been grown by the highly scalable 
vertical Bridgman-Stockbarger method [11]. 

A.       A. Gallium oxide metal semiconductor field effect  

transistor[1] 

The fabrication of Ga2O3 metal semiconductor field 
effect transistor, according to M. Higashiwaki, et.al in 
“Gallium oxide (Ga2O3) Metal Semiconductor Field-effect 
Transistors on Single-crystal β-Ga2O3 (010) substrates”, was 
done by doping n-type Ga2O3 by tin (Sn) and growing it on 
β-Ga2O3 substrate by molecular beam epitaxy (MBE). Ga 
and Sn fluxes were introduced by evaporating heated Ga 
metal and SnO2 powder in a conventional Knudsen cells. In 
the oxygen source a gas mixture of ozone and oxygen were 
used. The substrate temperature was 700°C, with the growth 
rate of Ga2O3 of 0.6 µm/h. The density was 7 x 10

17
 cm

-3
. 

Figure 2(a) and 2(b) show the cross-sectional illustration 
and a micrograph of Ga2O3 MESFET under an optical 
microscope. As device isolation method has not yet been 
created, circular FET pattern is adopted. Ti (20 nm)/Au 
(230 nm) was evaporated after a reactive ion etching (RIE) 
treatment using a gas mixture of BCl3 and Ar for 1 min, and 
then lift-off for the development of an ohmic contact. It was 
found that RIE treatment can significantly reduce contact 
resistance[1]. 
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         (a)                            (b) 

Fig 2 (a) cross-sectional schematic illustration and (b) optical microscope 
micrograph of Ga2O3 MESFET[1] 

 

B. Gallium oxide metal oxide semiconductor field effect 

transistor[2] 

The fabrication of Ga2O3 MOSFET has the same 
procedure as that of fabricating Ga2O3 MESFET which is 
proposed by the same author. The device had a high contact 
resistance at the source and drain electrodes, and the Id on/off 
ratio was constrained by the small leakage current through 
the unpassivated Ga2O3 surface. Figure 3(a) and 3(b) shows 
the cross-sectional illustration and micrograph of Ga2O3 
under optical microscope. At the source and drain ends, Si

+
 

ions were implanted which leads to the formation of 150 nm-
deep box profile with the silicon density of 5 x 10

19
 cm

-3
. 

The reason for using Si+ ions is that is it improves ohmic 
contacts. It is then annealed for 30 minutes in an atmosphere 
of N2 gas at 925°C to reduce internal stresses. By using 
Ti/Au metal stack which is also annealed in an N2 
atmosphere for 1 minute at 470°C further reduces the contact 
resistance. An Al2O3 passivation layer is formed on the 
Ga2O3.  

 

Fig 3(a) cross-sectional illustration (b) optical microscope micrograph of 
Ga2O3 MOSFET[2] 

C. Gallium oxide Schottky barrier diode[4] 

The Schottky barrier diodes (SBD) are manufactured 
using standard photolithography. Firstly the samples are 
cleaned to remove organic impurities that are present on the 
surface with acetone and isopropyl alcohol (IPA). Similar to 
the other fabrications, metal stacks are used to make the 
ohmic contacts. Here Ti/Al/Ti/Au metal stacks is annealed in 
the same way as that of the MOSFETs. This being a 
Schottky barrier diode the Schottky contacts are made by 
Pt/Au metal stack. 

It is fabricated in such a way that the distance between 
Schottky and ohmic contact is between 50 to 500 µm[4]. 

The cross-section and the top view is shown in figure 4. 

 
Fig 4 Top and cross-sectional views of fabricated SBDs [4] 

III. GALLIUM OXIDE MODULATION-DOPED FIELD EFFECT 

TRANSISTORS 

 β- Ga2O3 has a large bandgap, which makes it attractive 
for high power, high frequency and optoelectronic 
applications. It also has high mobility. Although its bulk 
mobility is reduced at room temperature, it can be improved 
by phonon scattering[8]. 

A. Fabrication of MODFETs 

In the fabrication of MODFETs, Ga2O3 was doped  with 
aluminum oxide (AGO) which is a heterostructure. Similar 
to the fabrication of Schottky barrier diodes, the impurities 
are removed but here it is heated to 800°C. The substrate is 
grown by MBE with the flux of Ga being 8 x 10

-8
 Torr 

which is also assisted by oxygen plasma with the power of 
300W. Then Al is grown with the flux of 1.6 x 10

-8
 Torr 

maintaining the same flux of Ga. In MODFETs, single delta 
doping was used which lowers the charge density unlike 
multiple delta doping as it ensures complete modulation in 
2DEG. To form the ohmic contacts, Ti/Au/Ni metal stack is 
which is annealed same as the MOSFETs[8]. 

 

                  
Fig 5 Epitaxial structure [6].  

B. CV characteristics  

The CV characteristics are shown in figure 6. The 
dielectric constant is chosen to be  between 10 and 13 but the 
dielectric constant along the AGO/ Ga2O3 has not been 
characterized yet. From the graph one can find out that there 
is charge confinement which means that the mobility is 
limited. The apparent charge is located at the peak of the CV 
characteristics which is due to the parasitic capacitance 
caused due to donor ionization[8]. 



       
Fig 6 CV measurements for dielectric constant of 10 and 13. 

IV. PAPER-THIN GALLIUM OXIDE 

 In the year 2020,  the researchers at the University of 
Buffalo, New York developed a Ga2O3 transistor that can 
withstand upto 8000 V. This can be perfect in the automotive 
industry which involves the transistors to withstand higher 
voltages without breakdown. This lateral gallium oxide field-
plated transistor yields a breakdown voltage of 1.85 kV. When 
there is an increase in gate-to-drain distance of the layer (LGD), 
there will be an increase in breakdown voltage. The significant 
change from 1.85 kV to 8.032 kV was due to the increase in 
LGD from 2 µm to 70 µm along with the fact that Ga2O3 has a 
wide bandgap. Semiconductors with a wide bandgap can be 
thinner, lighter, and stronger to handle more power than 
semiconductors with a lower bandgap. This thin gallium oxide 
transistor utilizes the chemical process known as passivation, 
which involves coating the device to reduce the chemical 
reactivity of its surface. A layer of SU-8 is added as a 
passivation layer which is a light-sensitive epoxy-based 
polymer material. It is hard-baked at 200°C for 10 mins (figure 
7)[9].  

 

Fig 7 optical microscope image of MOSFET [9]. 

V.  RESULTS AND ANALYSIS 

Figure 8 shows the DC output characteristics of Ga2O3 
MESFET. From the figure the maximum drain current IDS 

can be derived to be 15 mA with VGS of +2V. The 
breakdown voltage is 257 V when VGS is -30 V. Figure 9 
shows the transfer characteristics of Ga2O3 MESFET. The 
maximum transconductance is 1.4 mS (red curve). The 
drain  current  IDS  at off-state is 3 µA[1]. 

 

 

Fig 8 DC output characteristics of  Ga2O3 MESFET [1]. 

 

 

Fig 9 DC transfer characteristics Ga2O3 MESFET [1]. 

 

 

Figure 10 shows the output characteristics of Ga2O3 
MOSFET. The maximum drain current density is 39 
mA/mm with VGS = 4V. The breakdown voltage is 370 V at 
VGS = -20V which is much greater than MESFET. This 
device has self heating which reduces the thermal 
conductivity. 

           

Fig 10 DC output characteristics of Ga2O3 MOSFET [2]. 

 

 



Figure 11 shows transfer characteristics of Ga2O3 
MOSFET with the drain voltage being 25V. It can be found 
out that Ion /Ioff is greater than 10

10 
which is much greater than 

MESFET. [2]. 

  

Fig 11 DC transfer characteristics Ga2O3 MOSFET [2]. 

Ga2O3 MOSFET is analyzed in temperatures greater than room 
temperature up to 250°C. The temperature dependent transfer 
characteristics are depicted in figure 12(a) with the drain 
voltage being 25V. Figure 12(b) shows the drain current on-off 
ratio which is the Id at VG = 0V by Id at VG = -25V. It can be 
observed that there are no kink which means that the device is 
stable between 25°C to 250°C. [2]. 

 

 

 

Fig 12(a) Transfer characteristics at Vd = 25V and (b) Id on/off ratios Ga2O3 

MOSFET as a function of operating temperature 

         In Schottky barrier diodes, the height of the diode 
and the ideality factor is dependent on temperature[4]. 
There are some non- idealities like the A* which is the 
Richardson constant, the calculated Richardson constant is 

A* = 3.28 x 10
-3

 Acm
-2

K
-2

, which appears much smaller 
than the theoretical value. There is emission of electrons 
due to thermal energy in the barrier which causes these 
non- idealities to occur. It is found that the Schottky barrier 
height had positive temperature dependence and the 
ideality factor had negative temperature dependence. 
From figure 13 it can be found out that the current density 
is inversely proportional to temperature which indicates 
that the diode is dominated by bulk leakage current [4].  

 

Fig 13 Current density as a function of voltage for different 
temperatures [4]. 

VI. DISCUSSION 

Almost all the types of Ga2O3 technology-based 
semiconductors have been discussed and each has its 
advantages and disadvantages. The disadvantages of Ga2O3 

MESFETs have been overcome by Ga2O3 MOSFETs’ 
advantages. Ga2O3 technologies can be used in power-
switching applications as it has high critical field strength, 
larger area, substrate availability, low cost and high 
performance and also can be used in RF applications as Ga2O3 

has low parasitic resistances and capacitances. The major 
disadvantages of Ga2O3-based semiconductors are that it has 
very low thermal conductivity around 1/10

th
 of SiC due to self 

heating. 

VII. CONCLUSION 

Even though the research on the Ga2O3 semiconductor 
based is still ongoing, a major part of the findings conclude that 
Ga2O3 has almost all the ideal qualities for a good 
semiconductor. It is not still used in the industries are due to 
two reasons. Firstly the MBE process takes a lot of time to 
manufacture that is why it is used for laboratory purposes. 
Secondly, it has very low thermal conductivity is 1/10

th
 when 

compared with Si, i.e, the heat gets trapped inside. The ability 
of this transistor to withstand over 8000 V, is a boon in the 
automotive industry. Electric vehicles have high energy density 
batteries which are usually very heavy. The extreme weight is 
in correlation with the cars being designed to be able to travel a 
longer distance before needing to charge. If the car companies 
were to incorporate gallium oxide transistors for control and 
power management, the system could potentially double the 
travelling distance with a lower weight. These are the future of 
gallium oxide wide bandgap semiconductors.  
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Abstract—This paper describes the concepts, use and state of
the art of mixers using the distributed design principle. It aims
to give a historical overview over distributed design techniques
as well as recent developments and achievements.

Index Terms—microwave design, distributed mixer, distributed
amplifier, artificial transmission line, travelling wave

I. INTRODUCTION

Mixers are one of the most important components in a wide
number of RF and microwave circuits. They are of particular
importance in today’s communication systems that need to
satisfy the ever growing demand of data throughput (often
between mobile, battery-powered devices). Modern communi-
cation standards already specify the use of frequency bands
over very high relative bandwidths, e.g. the 5G Frequency
Range 2 that includes channels between 24.25 and 71 GHz,
and future standards are expected to follow this trend [17].
Other applications are microwave sensors or instrumenta-
tion purposes. Crucial requirements for the mixers as key
components in these systems are their operation bandwidth,
conversion loss/gain and power consumption.
A promising concept, combining very wide bandwidth and
low conversion loss are distributed mixers. While they have
a certain DC power consumption, they can be beneficial on
system level because the need for additional amplification
might be reduced. The principle of a distributed (or travelling
wave) circuit was first described in 1936 by Percival [1] who
used the input and output capacitance of amplifying cells
to construct artificial transmission lines. Since then it found
widespread use in amplifier design, with early designs using
vacuum tubes as amplifying elements [2]. Newer devices often
use GaAs, InP or other high electron mobility FETs while
in recent years also other technologies like GaN (for power
amplifier applications) or CMOS (due to much lower man-
ufacturing costs) are evaluated. Distributed amplifiers reach
exceptional bandwidth performance at high output powers by
cascading multiple gain cells while absorbing their parasitic
capacitances into the connecting transmission lines instead of
using frequency-selective matching networks [3].
Very similar techniques can be used to construct mixers with
high performance regarding their operation bandwidth and
conversion gain. This concept has first been used in 1984 by
Tang and Aitchinson [4].

II. THEORY OF OPERATION

When considering active or passive mixers using three-port
gain cells as nonlinear devices, it is apparent that in many
cases they share the same structure with amplifiers, using three
port amplifying devices such as transistors. Differences lie in
the LO insertion concepts: A mixer can be implemented in
an additive way as an transconductance mixer. In this case,
the nonlinearity of the transistor transconductance gm is used
to generate mixing products. Other designs are multiplicative,
meaning two signals are applied to separate ports of the gain
cell.

L'/2 L'/2

C'/2 C'/2Camp
Z' Z'

Fig. 1. Embedding of gain cells into inductive transmission line segments to
form an artificial transmission line with the impedance Z.

To achieve a high amplification or conversion gain as well
in amplifiers as in mixers, it is common to use multiple
gain cells. The concept of a distributed circuit overcomes
some of the difficulties that other ways of combining multiple
gain cells have. When gain cells (regardless of the transistor
technology or even vacuum tubes) are cascaded in multiple
stages, their in- and outputs need to be impedance matched to
the adjacent stage or termination. While there exist different
design paradigms for impedance matching such as matching
for maximum gain or lowest noise, they all have in common
that the matching networks are frequency-selective.
In comparison, travelling wave circuits are serializing multiple
amplifier cells by embedding the capacitive input- and output
impedances into transmission lines. While these capacitances
also change over frequency, the effect on broadband matching
is much lower.
Figure 1 shows the concept of an artificial transmission line
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consisting of the discrete amplifier capacitance Camp and the
distributed line inductance L′ and capacitance C ′ over the
length l. A lossless case is assumed. The impedance of the
structure is

Z =

√
L′

C ′ +
Camp

l

=
Z ′√

1 +
Camp

C′·l

(1)

with the transmission line segments forming the impedance
of Z ′ =

√
L′

C′ . Typically Z is designed to be 50 Ω in order
to match in- and output circuits. The phase constant in the
transmission line segments is

β′ = ω
√
L′C ′ (2)

so for in-phase combination of the signals in an amplifier
the length of the drain and source transmission line segments
between the stages has to be adjusted to fulfill the condition

β′
a · la = β′

b · lb. (3)

When considering a mixer, the LO- RF- and IF-signals
typically have different frequencies that are not combined with
coherent phase. Because the propagation velocity vp still needs
to be the same for all applied signals, equation 3 can be more
generally expressed as

la · vp,a = lb · vp,b (4)

for the proportions in the distributed mixer. Because real
transmission lines such as microstrip exhibit dispersion, some
compromises have to be used.
The black part in Figure 2 shows the typical topology of
a distributed amplifier. The bottom transmission line is the
input or gate line. It is terminated with 50 Ω on the output
side while the output or drain line on top is terminated on the
left side. The coloured parts indicate additions to be made to
the circuit to implement a distributed mixer.
For the nonideal case that there is some loss present in the
transmission lines and amplifiers, there is a number N of
stages where the gain is maximized. This effect is caused
by the exponential decay of the gate line voltage as well
as the amplified signals generated by the first stages being
attenuated towards the output [5] [7].

III. CONCEPTS AND PERFORMANCE OF DIFFERENT
DISTRIBUTED MIXER TOPOLOGIES

A. LO insertion concepts

As there are different active mixer concepts, there are
multiple ways to construct a distributed mixer. Figure 2 shows
different ways to implement the insertion of the LO signal
into the amplifier structure. The red highlighted part shows
option A for the LO port. By inserting the signal into the
”unused” end of the drain line, a resistive mixer operating at
the transistor threshold voltage (like in [11]) or a drain mixer
comparable to [12] can be constructed. The design in [15]

50Ω 

50Ω 

RFout / IF

RFin

Z'd Z'd

Z'g Z'g

Z'd Z'd

Z'g Z'g

Stage 1 Stage N
...

LOA

50Ω LOB

50Ω 

LOC

Z'd Z'd

Z'g Z'g

Stage 2

Z'LO Z'LO Z'LO Z'LO Z'LO Z'LO

A1 A2 AN

ld/2 ld/2 ld/2 ld/2 ld/2 ld/2

lLO/2 lLO/2 lLO/2 lLO/2 lLO/2 lLO/2

lg/2 lg/2 lg/2 lg/2 lg/2 lg/2

Fig. 2. Distributed Amplifier/Mixer with different concepts of LO insertion.
Bias networks are not shown.

is a 3-stage drain mixer, implemented in a 130-nm CMOS
technology, demonstrating the use of a widely accessible and
cost-effective process. Drain mixers are by definition passive
devices despite using amplifier cells, because the power is
provided over the LO input via drain-pumping. The circuit
in [10] also uses the drain mixing concept, but consists of
two independent differentially driven 3-stage drain mixers
implemented in a 250 nm GaAs pHEMT technology. This
has the advantages of using less LO power for a comparable
conversion gain performance as [15], and a much higher
isolation.
Option B (green) requires a directional coupler or an other
form of power combiner to inject the LO signal at the RF
input. This way, a transconductance mixer such as [4] can
be implemented. A recent design with this approach is also
presented in [16]. Here, the gain cells consist of darlington
circuits in a 180-nm SiGe BiCMOS technology. The LO and
RF signal are combined using a wide band Wilkinson coupler,
followed by the 3-stage distributed mixer. With a moderate DC
power consumption and comparably low LO input power, a
conversion gain of 3 dB is obtained over a very high bandwidth
from 2 GHz to 67 GHz.
If the modulation is done by applying the LO signal at each
gain cell, an additional transmission line is needed. This way,
topologies such as a source feedback mixer [6] or mixers with
dual gate gain cells are built. A high-performance example
of this approach is presented in [14]. The most impressive
bandwidth performance among the compared designs in table
I is exhibited by this design, using 6 half Gilbert cells in a 250-
nm InP technology. At the cost of relatively high DC power
consumption, it offers relatively low conversion loss and good
isolation.
Figure 3 shows the implementation of the 8-stage distributed

source-feedback mixer from [6]. The differences between the
microstrip transmission lines can be clearly seen. The drain
line is the widest, meaning it is the least inductive line as
the output capacitances of the cascodes are smaller than the
RF and LO input capacitances. Subsequently, the higher phase
velocity has to be compensated by meandering routing.
For reference, table I also shows two conventional single-



TABLE I
STATE OF THE ART DISTRIBUTED MIXER DESIGNS

Ref. balanced Stages RF BW / GHz PLO / dBm GC / dB Technology LO-RF Isolation / dB DC power / mW
[16] no 3 2 - 67 0 3 180nm SiGe -10 17.5
[15] no 3 0.8 - 77.5 10 -5.5 130nm CMOS -13 N/A
[14] single 6 0 - 194 2 -3 250nm InP HBT - 125
[10] single 2x3 5.4 - 21.8 2 -4 250nm GaAs pHEMT -33.5 N/A
[18] double 1 25.3 - 32.5 -3 8.6 65nm CMOS -48 7
[19] double 1 3 - 10 16 -12 250nm GaAs pHEMT -30 N/A

Fig. 3. Chip photograph depicting an 8-stage distributed mixer. The gain
cells are GaAn-cascodes with a separate LO transmission line connected to
source-feedback transistors [6].

stage designs. Reference [18] is an active double balanced
mixer in 65-nm CMOS. It offers high conversion gain and
good isolation, but is very limited in bandwidth. A passive
mixer such as the diode ring mixer in [19] can also reach a
wide bandwidth, but has the the major disadvantage of a much
higher conversion loss.

B. Balanced mixers

Because of the high circuit complexity, the vast majority of
distributed mixers are implemented as single ended circuits.
Only a few designs of balanced mixers are proposed, of which
most use a series of half Gilbert cells such as the design from
[14] shown in figure 4 or implemented in [8], [9]. Obviously
this requires five parallel transmission lines in the mixer
section (LO+, LO-, IF+, IF-, RF) as well as possibly baluns.
Circuit complexity might also in some cases be limited by the
technology used. Especially for 3-5 semiconductors like GaN
or InP the number of available metal layers is often limited.
Another approach that is unique to the author’s knowledge is
the combination of two single- ended distributed drain mixers
for each differential part of the RF signal whose outputs are
subsequently combined in an off-chip balun [10].

C. Advantages and disadvantages of the distributed mixer

When distributed mixers are implemented as active mixers,
they generally have the disadvantage of introducing more
noise than passive components. Active circuits also increase
system complexity as they require one or more voltage
supplies and consume DC power. However, active and
passive distributed mixers exhibit less conversion loss or in
some cases even gain and can thus in some cases make a
subsequent IF amplifier obsolete. By meeting the problem
of matching the active components by using the distributed
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Abstract— A distributed mixer was designed and fabricated in 
250-nm indium phosphide (InP) double-heterojunction bipolar 
transistor (DHBT) technology for 200-GHz bandwidth digital-to-
analog converters. A method using non-uniform emitter resistors 
in the mixer unit cells is proposed to compensate for degradation 
of conversion gain (CG). The fabricated mixer achieves a 
bandwidth of 194 GHz from DC to 194 GHz with a CG of -3 dB, 
which is the widest bandwidth ever reported to the best of the 
authors’ knowledge. 

Keywords— Distributed mixer, double side band mixer, InP 
DHBT, bandwidth extension. 

I. INTRODUCTION 

The demand for faster digital coherent optical 
communications is growing due to recent increases in content 
capacity. In digital coherent optical communications systems, 
digital-to-analog converters (DACs) are important function 
blocks which convert digital signals from digital signal 
processers (DSPs) to analog signals. DACs are generally 
fabricated in the complementary metal oxide semiconductor 
(CMOS) process for integration with DSPs fabricated in the 
same process. However, the analog bandwidth of CMOS DACs 
is limited to around 30 GHz, which is a bottleneck in the entire 
system. Bandwidth extension techniques using analog 
multiplexing (AMUX) [1-3] and bandwidth interleaving (BI) 
[4-7] have been proposed to overcome the bandwidth limitation 
of CMOS-DACs. 100-GHz-bandwidth extensions have been 
reported in previous works using AMUX [1] and BI [4]. Our 
target is to achieve a 200-GHz-bandwidth extension for the next 
generation of optical communications. The concept of our 
proposed bandwidth extension system is shown in Fig. 1. We 
aim to achieve twice the bandwidth of AMUX by using two 
AMUX blocks consisting of a DSP and CMOS-sub-DACs with 
a BI block consisting of a mixer and a power combiner. For BI, 
a sideband-cancelling (SC) method [7] is intended to be used to 
suppress undesired image signal from the mixer. In such a 
system, the mixer, one of the most important components, must 
have a bandwidth of 200 GHz. 

Many wideband mixers have been reported [8-13], but none 
of them has a bandwidth of over 100 GHz. In this work, to 
achieve a 200-GHz bandwidth, we designed the mixer with a 
distributed topology, which is a common way to widen the 
bandwidth [9], [13]. However, with the distributed topology, an 
issue is gain reduction due to a non-uniform bias to unit gain 
cells (the details are discussed in Section III). To address this 
issue, we devised a method using non-uniform emitter resistors 
in the unit gain cells. The mixer was designed and fabricated in 
250-nm InP DHBT technology, and it achieved conversion 
gain of -3 dB with a bandwidth of 194 GHz, which is the widest 
bandwidth ever reported to the best of the authors’ knowledge. 

 
Fig. 1. Concept of bandwidth extension using sideband-cancelling method. 

 

 
Fig. 2. (a) Microphotograph of fabricated InP DHBT; (b) its ft and fmax 
characteristic. 
 

 
Fig. 3. Schematic diagram of proposed distributed mixer. 

II. TECHNOLOGY 

We used in-house 250-nm-emitter-width InP DHBT 
technology to design and fabricate the mixer. A 
microphotograph of the fabricated DHBT is shown in Fig. 2(a). 
The DHBT layer was grown on an InP substrate by the 
molecular beam epitaxy method. The epitaxial layers include a 
100-nm-thick InGaAs/InAlGaAs/InP collector, a 25-nm-thick 
InGaAs base, and a 20-nm-thick InP emitter. An InP ledge 
 

f*

LO

Sideband
cancelling

f

AMUX1
(DAC1) f

Desired signal

AMUX2
(DAC2)

f

100 GHz

100 GHz
Digital
signal

processor

Su
b-

DA
Cs

*

200 GHz

200 GHz

Proposed mixer

0

100

200

300

400

500

600

0 2 4 6 8 10 12 14 16 18 20
Collector current density, 

IC (mA/um2)

f T/
f m

ax
(G

Hz
) fT

fmax

Emitter length = 4 μm
VCE=1.3 V

Emitter size: 0.25 μm x 4 μm

(b)(a)

On chipOff chip

IF

LO+

LO-
Magic

Tee
LO

6 stages

vblo

vblo

RF+

VEE

RF-

vbin

Bias Tee

Unit Cell1 Unit Cell6

Off chipOn chip

Idc

Output
term. res.

Input term.
res.

IFu

Voltage drop

978-1-7281-6815-9/20/$31.00 © 2020 IEEE 2020 IEEE/MTT-S International Microwave Symposium

We3C-2

771

Authorized licensed use limited to: UNIVERSITAETSBIBL STUTTGART. Downloaded on June 27,2022 at 06:26:52 UTC from IEEE Xplore.  Restrictions apply. 

Fig. 4. Single balanced distributed mixer design using 6 stages of half Gilbert
cells [14].

design principle, very high bandwidths are achieved, but the
interconnections and multiple stages require more chip area
than single-stage designs.

IV. CONCLUSIONS

Distributed mixers are valuable components when high
bandwidth and low conversion loss are prioritized require-
ments. By using the well known distributed amplification
concepts commonly used for power amplifier applications,
they overcome the challenge of impedance matching and
combining multiple gain stages. Distributed mixers are a topic
of current research and seem to have promising future uses.
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Abstract—Abstract – In this paper, a detailed comparison
of achievable data rates for an E-band communication link
is reported. Multiple transceivers are either fabricated and or
simulated using advanced semiconductor technology suitable for
E band communication links. Bit Error Ratio (BER) and Data
rates for various modulation schemes are tabulated and presented
in this work.

Index Terms—E-Band, High data rates, atmospheric attenua-
tion, satellite communication, BER, millimeter waves.

I. INTRODUCTION

In our global and interconnected world, the demand for
higher data rates is increasing drastically. Applications like
social networks, live broadcasting telecommunication services,
and services of cloud computing are driving engineers to
explore higher carrier frequency bands to meet customer
requirements. Due to hardware technology advancements com-
munication engineers and scientists are carrying out various
experiments on E-band (71-76GHz and 81-86GHz). E-band
communication link with base-band frequencies from 500 to
2000MHz [7] can achieve a data rate of several Gigabits per
second. In this paper, a detailed study on the influence of hard-
ware characteristics, new circuit components in transceiver
architecture [3], [7], and achievable data rates are compared
and presented. The paper is organized as: In section 2 detailed
explanation of link budget analysis [3], [5], [7] is presented.
Based on the conclusions of the link budget analysis. In
section 3 influence of atmospheric effects on quality of service
(QoS) [7], [8], [10] is explained. In section 4 influence of
usage of advanced high-frequency Power amplifiers, and other
RF circuits on data rates is presented. This paper is concluded
with a comparison table that contains different modulation
schemes, hardware diversity, and achievable data rates.

II. LINK BUDGET ANALYSIS FOR E-BAND

To characterize any radio transceiver’s robustness and per-
formance Link budget analysis is the first step [3], [5], [7].

PRx = PTx+Gta+Gra−FSPL−FM−Lsys−Lrain (1)

where PRx is the Power at the receiver, Gta and Gra

are the gain at the antenna at transmitter and receiver (RX)
respectively, and Free space path loss (FSPL) and fading in the
channel (FM), Lsys losses associated with system properties,
and Lrain is attenuation of signal due to rain [5].

At higher carrier frequencies signal quality degrades due
to adverse weather conditions. In section 3 work related
to atmospheric attenuation, and fading mitigation method is
introduced in [5], [7]. From eq [7] it suggests that it is
possible to achieve good transmission efficiency by using a
high gain antenna and or advanced power amplifiers at the
transmitter end.

1) Calculation of SNR and Minimum PRx required for
AWGN Channel: When it comes to Qos, most effectively it is
quantified by bit error rate (BER) [7]. BER dictates or sets a
lower limit on minimum energy to noise power spectral density
ratio required for the efficient and reliable communication link.
The relation of Signal to noise ratio (SNR) and Eb/N are
closely related by the equation (2)

SNR = 10 ∗ log(Eb

No
+

Rb

B
) (2)

The term Rb/B is spectral density expressed as b/s/Hz,
Figure 3. illustrates BER as a function of SNR for an AWGN
channel. Figure 3, provides the required BER (10−3), and
the minimum required SNR is 10dB for a given modulation
format.

From a system perspective, the overall sensitivity is esti-
mated by PRx,min which is given by [3], [5], [7]

PRx,min = 10log(kTB) +NFRx + SNRmin (3)

where k is the Boltzmann constant, T is the antenna tem-
perature and B is the signal bandwidth, the first term of the
equation indicates thermal noise floor at low noise amplifier
(LNA) input. Figure 3 and Figure 4 provide the required SNR
and PRx,min for a modulation scheme interest.
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Fig. 1. Fig. 1. [5] The BER v/s SNR for different modulation schemes AWGN
channel [7].

Fig. 2. The noise power v/s Bandwidth and Receiver sensitivity v/s Bandwidth
[7].

III. QUALITY OF SERVICE AS A MEASURE OF
ATMOSPHERIC ATTENUATION

1) Rain Attenuation: Radio propagation of millimeter
waves (30–300GHz) suffer by very high rain attenuation [5],
[7]. Rain attenuation models for mm-waves have been studied
experimentally and evaluated by experts across the world.
International Telecommunication Union ITU -R specifies the
attenuation factor required to consider for various link budget
calculations [8], [10]. Equation (2) relates attenuation Lrain

per km distance and rain rate R (in mm/h unit).

Lrain = k(R)α (4)

The Rain attenuation Lrain (dB/Km) is obtained from the
rain rate R (mm/h), using values from [8], [10] values for
k and α and plotted in figure 3. Rain attenuation impact is

recommended by ITU-R based of recorded data are provided
in figure 3. It is found that signal degradation associated
with rain attenuation effects the link performance significantly
while using higher carrier frequencies. For example, during
severe monsoons (150mmh−1), the attenuation can be as high
as 80 dBkm [5].

Fig. 3. Rain attenuation for different rainfall rate in mm-wave frequency
bands [5]

A. Rain Attenuation model
primarily based on rain facts accumulated for numerous

years all the world over, rainfall characteristics are well
understood and observe ITU-R recommendations. as an ex-
ample, in figure four the yearly cumulative distribution of rain
attenuation in ITU-R (percentages of time extra than 0.001and
rain attenuation models derived from measurements [7] at
58GHz and 93GHz frequency bands are given[8].

Fig. 4. Rain attenuation model in E-band (80 GHz) proposed based on ITU-R
model [5], [7], [8], [10].

IV. E-BAND COMMUNICATION LINK USING ADVANCED
TRANSCEIVER CIRCUITS

As described earlier due the advancement in semiconductor
technology, several experiments are performed using advanced



RF circuits. These techniques eventually leads to reach re-
quired EIPR [7] to maintain the QoS. In this section most
promising methods are presented.

A. E-band analog transmit–receive front-end designed, fabri-
cated and packaged in wave-guide technology

In this method, Tx up-converter consists of in-phase/
quadrature (I/Q) mixer, 50 nm mHEMT with 3 dB IF band-
width of 12GHz. A 73.5GHz LO signal is generated from
frequency multiplier [1] using a 9.1875GHz stable input
signal. The active frequency multiplier has a conversion gain
of 20 dB and output power of 10 dB. A pre amplifier is used
in between active mixer (up converting mixer) and Power
amplifier module [12] to boot the signal power. The pre
amplifier contributes a 15 dB gain and 23 dBm saturated
power. To achieve a total saturated out power of 1W the
transmitter module is packaged with a MMIC based power
amplifier realized in 100 nm AlGaN/GaN HEMT technology
in final stage of amplification [11].

Fig. 5. The measurement setup for the E-band link [7]

1) measurement setup: To evaluate links performance, var-
ious bit streams with various bit rates, modulations formats
and filters are transmitted. The differential bit are generated
as input for balanced mixer, a arbitrary waveform generation
is performed with a maximum sampling rate of 65GS/a. At
receiver the signal processing is performed offline, the down
converted IF signal is amplified using couple of broadband
amplifiers realized in MMIC technology. A commercially
available 20GHz analog bandwidth oscilloscope is used to
sample and store the output signals which are used in further
signal processing steps. The signal processing at receiver is
carried out offline. More information on transceiver is in [7].

B. MMIC Based Multi-Gigabit E-band communication link

In [3] wireless data transmission of complex modulated
signals are transmitted over E-band using a MMIC based
transceiver. Figure 6 represents measurement setup for a 6m
incoherent wireless transmission experiment reported.

TABLE I
CALCULATED LINK BUDGET VALUES

Parameter Value reference
PRx,min -62dB figure 4
Lrain 18dB figure 1
SNR 10dB figure 3
FSPL 162db [6]
Gt, Gr 88dBi [6]

Fig. 6. Measurement setup for the 6 m incoherent wireless transmission
experiment [3].

1) Measurement setup: MMIC-based receiver composed of
resistive mixer and a low noise amplifier (LNA), implemented
using 50 nm mHEMT technology. At transmitter 100 nm
mHEMT technology based balanced mixer is used to obtain a
high linear, high output power. A 36 dB local oscillator (LO)
and frequency multipliers are used to achieve desired carrier
frequency. Figure 6 shows a schematics of measurement setup,
signal are generated at 9.6GHz using a free running non
synchronized Keysight synthesizer MXG N5183B, frequency
multipliers are used to generate 77GHz LO signals. Antenna
front ends are equipped with horn antennas which provides
a gain of 23 dBı, input power of −5 dBm is used [5], here
atmospheric attenuation of 0.5dB/km can be ignored as the
link is only for short range so, we only consider free space
path loss (FSPL) of 85.74 dB at the signal center frequency
of 77GHz.For this experiment Keysight arbitrary wave form
generator(M8195A) is used at sampling frequency of 65GSa/s
signals are generated. More details are transceiver components
are in [2]

C. Direct conversion transmitter in 40 nm CMOS

A fully integrated E-band transmitter (TX) is developed in
40 nm CMOS [13]. Unique calibration techniques are em-
ployed to suppress the Local oscillator feed-through (LOFT)
and I/Q imbalance over both 71-76GHz and 81-86GHz
bands. A millimetres-wave poly-phase filter (PPF) having
lowest I/Q imbalance with minimum EM simulations is devel-
oped and integrated. The 40 nm E-band transmitter achieves a
measured output power of 12 dBm and TX efficiency of 15%
with about 15 GHz bandwidth. Measured from 3 chips, the
transmitter features an un-calibrated I/Q imbalance of less than



30 dB from 62.5-85.5GHz. The calibration circuits further
reduce the I/Q imbalance by 3-5 dB and ensure the LOFT less
than −30 dB̧ over more than 30 dB output dynamic range. The
presented TX achieves 3 dB s 64-QAM across the complete E-
band.

D. Real-Time Full-Duplex E-band Link
In [4] a full duplex E band communication link is charac-

terized. The transceiver consists of four base-band differential
amplifiers, four differential amplifiers with gain control, and
analog wavefronts operating in E-band frequencies are used.
The link in [2] uses an uplink frequency from 81-86 GHz, and
downlink frequency from 73GHz - 76GHz. A local oscillator
operating at 9.81GHz and 10.4375GHz is used as input of
frequency multiplier of factor eight is used for uplink and
downlink respectively. Power splitters/combiners, and duplexer
are realized as wave guides [9].

Several advanced transceivers are used to evaluate the
transmission efficiency based on BER and Data rates for a
given complex digital modulation scheme is provided in table
No. (2)

TABLE II
TRANSMITTERS PERFORMANCE COMPARISON

- Ref1 Ref2 Ref3 Ref4
Frequency 73.5GHz 77GHz 78.5GHz 73.5GHz

Modulation Data Rates(Gb/s) 64QAM 16QAM 64QAM 64QAM
4.5 80 3 7.5

V. CONCLUSION

Here, a comparison of various technology platforms for
semiconductor-based wireless communication likes is doc-
umented. The transceivers developed by the latest CMOS
technologies are used to evaluate the achievable data rates
by employing complex modulation schemes that are tabulated
and compared. A brief description of novel circuit design,
simulation, and optimization methods are documented.
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Abstract—The use of satellite technologies has rapidly grown
over the last years in different fields such as communication,
research, the military, etc., which resulted in a rapid improvement
of the used technology followed by an immense increase in the
captured, processed, or transmitted data on the satellite. This
paper focuses on the state of the art communication systems
meeting the requirements of these new challenges.

Index Terms—Satellite communication, microwave/millimeter-
wave systems, optical communication

I. INTRODUCTION

The capability and the quality of the used equipment on
the satellites developed quickly in recent years. For example,
high-resolution infrared/optical cameras or new radar sys-
tems generate data at the rate of gigabits per second. These
high data volumes result in hardware challenges storing and
transmitting the data considering that these satellites have a
limited power source generally supplied from solar panels.
Another example is the STARLINK project. Thousands of
satellites are sent into a range of 500 km to 600 km and
work in Ku- and Ka-bands. They provide their users access
to the internet with up to 250 Mb/s download speed [1]. As
it is understood from these two examples, the demand for
high capacity channels with high data rates increases rapidly.
Therefore, new approaches such as optical carrier systems
instead of conventional millimeter-wave carrier systems, new
methods of optimizing the millimeter-wave systems, or/and
higher carrier frequencies are researched and tested. This
paper discusses the applications and methods through some
examples in satellite communications, and it analyses the state
of the art technologies to fulfill the new requirements of the
increasing data rate demand.

II. DIFFERENT APPROACHES

One of the trends to meet up the high capacity demands
is to move away from traditional carrier frequencies in the
L-, S-, C-, X-, and Ku-bands in favor of higher frequencies
in the Ka- , Q-, and V-bands to meet the growing demand
for channels with higher data rates. Even though the use of
extremely high frequency bands is not new, more resources
are put into its research. The higher frequency bands offer
wider bandwidth and higher carrier capacities. This approach
is further explained in chapter III and IV.

Another solution to this ever growing requirement for an
increase in data rate and multimedia services can be the shift
from the traditionally employed millimeter-wave carrier to the
optical carrier or a combination of both. Unlike conventional
carriers, which are limited in spectrum usage, optical carriers
do not require any spectrum licensing, making them an appeal-
ing option for large bandwidth and capacity applications [2].
The larger spectrum range results in a higher carrier capacity
followed by a higher data rate [3]. An example regarding this
approach is given in IV-A.

In addition to these trends, dynamic satellite systems are
also becoming increasingly popular. Dynamic systems with
supporting algorithms allow the allocation of the limited
resources such as bandwidth, capacity, or data rate in a more
efficient way in high traffic situations [4]. This approach is
further explained in chapter V.

III. RADIO FREQUENCY (RF) SPECTRUM

The RF spectrum is an important part of space operations.
Almost every satellite communicates with the earth or other
satellites using some component of the RF spectrum. The
most common frequencies for the satellite related technologies
are the super high frequency (SHF) and the extremely high
frequency (EHF) bands [5]. The SHF and EHF bands are given
in table I.

TABLE I
CONVENTIONAL AND UNCOMMON FREQUENCY BANDS

Super high frequency
L S C X Ku

Frequency [GHz] 1–2 2–4 4–8 8–12 12–18
Extremely high frequency

Ka Q V E
Frequency [GHz] 26–40 33–50 50–75 71–76 and 81–86

Since the RF spectrum is a finite natural resource, increasing
the number of terrestrial and space users causes RF congestion,
which leads to unintentional radio frequency interference (RFI)
[5]. Especially with the increase in the number of commercial
satellites such as STARLINK, the possibility of RFI becomes
higher. Because of that, the used frequencies expand out of the
conventional bands, that are the SHF bands, into the relatively
lesser used frequency bands, such as the EHF bands, to open
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physical space for the many new satellite systems that are
being developed. The use of the EHF bands also allows a
more optimal allocation of the limited sources, avoiding RFI.
Moreover, EHF bands offer a higher bandwidth, which equates
to a higher channel capacity. That allows the transmission of
higher volumes of data compared to the SHF bands. Therefore,
EHF bands such as E-, Q-, or V-bands offer a more reasonable
and flexible environment for satellites that work with high
amounts of information in comparison to SHF bands [6].

IV. POSSIBLE E-BAND OPTICAL CARRIER AND WAVE
COMMUNICATION SYSTEMS

E-band provides a total RF bandwidth of 10 GHz that allows
a wide range of possible channel capacities depending on how
much of the bandwidth is used. A larger bandwidth equates
to a higher theoretical channel capacity which also translates
into higher data rates. Moreover, the data rate is also directly
related to the number of levels in the signal regarding its
modulation and the noise on the channel. Therefore, even
though higher channel capacity generates theoretically higher
data rates, it is a false assumption to expect a higher data
rate observing only the channel capacity. Commercial wireless
point-to-point E-band networks use the regulated frequency
bands of 71–76 and 81–86 GHz, with baseband bandwidths
ranging from 500 to 2, 000 MHz depending on their licensing
and modulation formats as sophisticated as 256 quadrature
amplitude modulation (QAM), to reach data speeds of up to
10 Gb/s in the conducted tests [6].

A. An Optical Carrier System

Despite all the benefits of the E-band, bad weather has a
significant impact on the quality of service (QoS) of satellite
communication systems that use optical carriers in contrast
to those that use micro-/millimeter-wave carriers at lower
frequencies. [6]. To have a better understanding of the QoS, a
link-budget calculation is necessary. It is calculated as given
in formal 1 [7].

PRx = PTx +GA,TX +GA,RX − FSPL− Latm (1)

PRx is the received power, and the PTx is the output power.
The GA,TX and the GA,RX are the transmit and receive gains.
Free-space path loss (FSPL) and cumulative atmospheric loss
Latm represent the atmospheric effects such as rain, fog, or
water evaporation. The challenge is to minimize the effects of
the Latm and to achieve the optimal FSPL as much as possible
without exceeding the power limitations of the satellite itself.
Therefore, improved antennas or ground and satellite hardware
with higher gain, better transmission power, receiver noise
gain, etc, and/or less power consumption are essential to
maximizing the QoS.

Such an E-band satellite-to-ground communication system
is demonstrated in Ref. [6]. This system combines low-noise
blocks in indium gallium arsenide (InGaAs) metamorphic
high-electron-mobility transistor technology (mHEMT), high-
power devices realized in gallium nitride (GaN)-based HEMT
technology, and high-gain parabolic antennas to achieve both

high equivalent isotropic radiated power (EIRP) at the trans-
mitter Tx and low sensitivity at the receiver Rx to compensate
for FSPL and Latm [6]. InGaAs mHEMT is a compound
semiconductor technology reaching the fT and fmax values
in the subterahertz region. 50 nm and 100 nm metamorphic
HEMT technologies are suited for the realization of low-
noise amplifiers up to frequencies beyond 200 GHz that can
be used in E-band communication systems [8]. Furthermore,
GaN-based HEMT technology achieves saturated output power
levels of more than 1 W to be gained on a single chip
which is relatively high considering that satellites can only
supply a limited amount of power [9]. This system achieved
a maximum data rate of 6 Gb/s having the best error vector
magnitude value of –11.48 dB, which was achieved with the
modulation formats of QPSK and 8-PSK wherein the Tx chain
was working near saturation [6]. Further research is necessary
to improve the data rate, which is possible by solving the
saturation problem of the Tx chain and then using a more
efficient modulation method like 16 QAM or even 256 QAM.

B. A mm-Wave Communication System

The high capacity mm-wave communication link system
between a fixed ground location and an aircraft in the Ref.
[10] is a different approach compared to the system in chapter
IV. Considering that the aircraft moves at a lower level and
a different speed. This difference changes the effective noise
in the system. It is demonstrated that it achieved a 40 Gb/s
capability both in the uplink and downlink direction with a
slant range of up to 12 km.

The system can be divided into the Communication (COM)
and the Pointing, Acquisition, and Tracking (PAT) subsystems.
The baseband modem, optical fiber interface, RF transceiver,
multiplexer and polarizer, antenna, and data stream interfaces
are all part of the COM system. The baseband modem is
based on four commercially available high capacity mm-
Wave modems (HCMWM), which reduces the cost immensely.
Wideband single carrier QAM modulations are used in each
HCMWM (BPSK to 128QAM). The greatest data rate mode
employs 128QAM with a symbol rate of 1.6 Gb/s, giving
each HCMWM an information output of around 10 Gb/s.
To achieve the 40 Gb/s capabilities in both the uplink and
downlink directions, the transceiver system multiplexes four
of these 10 Gb/s modulated carriers. Furthermore, the PAT
system is in charge of the antenna beam’s pointing, acquisition,
and tracking to and from the moving aircraft. A pointing
accuracy of better than 0.05 is required for the ground antenna,
which equates to a 0.5 dB loss. Because the initial null of
the antenna pattern is positioned at 0.2, a 0.2 miss-pointing
would be equivalent to 32 dB of loss. This sensitivity caused
calibration problems during the tests. However, data rates of
40 Gb/s downlink was achieved and bit-error-rate of 10−5 to
10−7 was observed [10].

V. DYNAMIC APPROACH

A dynamic approach generally consists of different sections
aimed to optimize the data transmission as much as possible.



Next to hardware and physical methods of increasing the data
rate and data capacity, such as utilizing E-, Q-, or V-bands and
employing an optical carrier, software solutions and algorithms
also provide efficient ways to meet the requirements. Such
a dynamic system can consist of many different parts, like
more than one ground station, more than one satellite, or
different aircrafts in between. Different possible systems are
visualized in figure 1 and 2. These examples are just two of
many possibilities.

Fig. 1. Example of a direct satellite to ground communication system

Fig. 2. Example of a satellite to aircraft to ground communication system

A. Different Optimization Methods

Design of power and beam allocation over satellite down-
links in terms of Shannon capacity, jointly based on traffic
distribution and channel conditions and maximizing system
performance while providing reasonable fairness among users,
is one of the well-known optimization strategies. The onboard
transmission power is divided and shared across transmitters
to allocate capacities to cells to create the necessary model.
Besides, a multiple beam antenna or a phased array antenna is
used to broadcast several signals. This method allows using the
coverage area of the cells more flexibly and dynamically in the
case of high-demand situations. When the traffic at each cell
increases or backs off, the cells can be scanned sequentially
across the coverage area to satisfy the demand. As a result,
relatively lower data rates would be sufficient to provide the
necessary information flow [11].

A different optimization method is an optimal dynamic
capacity allocation scheme based on Monge arrays minimizing
the losses and rate matching performance metrics [12]. This al-
gorithm reorganizes the offered capacity and requested capac-
ity in scenarios with future High Throughput Satellites (HTS)
systems to achieve gateway-user equipment pairing. For the

Fig. 3. Multi-beam allocation

offered capacity, realistic spatial-temporal total atmospheric
attenuation channels are implemented. Its low complexity
provides a highly promising general, fast and optimal solution
for dynamic satellite environments in regards to multi-beam
HTS systems [12].

B. A Dynamic System: QV-LIFT Project

Q- and V-bands offer a higher capacity solution with bigger
bandwidths to the higher data demands similar to the E-band,
as explained in chapter III. The concept of HTS, which operate
in the EHF bands, is supported to achieve the so-called Terabit
connectivity. The QV-LIFT project is based on a cutting-edge
and adaptable architecture that combines a high performance
satellite IP-based network with a system based upon the idea
of smart gateways, which has been pointed out as a potential
technique to mitigate the propagation impairments in the Q/V
band [13]. A simplified model of the system is shown in 4.

Fig. 4. Simplified Model of QV-LIFT Project

New hardware is developed to satisfy the need of the ground
segment of the project. A GaN power amplifier Monolithic
microwave integrated circuit (MMIC) at V band, a power
combining High Power Amplifier based on GaN MMIC power
amplifiers, a BUC (Block Up Converter) operating in the V
band, an LNB (Low Noise Block down converter) operating
in the Q band are the main focus of the hardware research
[13].

A smart Gateway Management System (SGMS) is added to
the system, compatible with the developed hardware. SGMS



is employed to manage propagation impairments, gateways
handover, and to ensure bi-directional IP connectivity to the
QV-LIFT network. Besides that, the integration of the existing
systems into the QV-LIFT system is possible with the help of
the SGMS [13].

VI. COMPARISON OF OPTICAL AND MM-WAVE CARRIERS

The requirements of a satellite communication system
highly depend on its tasks and its used environment. Therefore,
a compromise cannot be avoided considering what is required
from the developed system. Optical carrier systems offer
an undeniable theoretical advantage in the aspects of data
rate and carrier capacity compared to the mm-wave carriers.
Nevertheless, this can easily be undermined with a low QoS
if the optical carrier system isn‘t supported by the necessary
hardware considering the high sensitivity of the optical carrier
against weather and atmospheric effects. On the other hand,
the mm-wave carrier systems offer a more stable system with a
lower capacity, which can be more suitable for low information
density systems.

In the work of Schulz [14] a point-to-point optical wireless
link (OWC) based on infrared LEDs is described and com-
pared with a 60 GHz mm-wave radio link in a 100 m outdoor
deployment. Even though this does not translate directly into
the satellite communication systems, this works provides a
clear understanding of the differences between the optical and
mm-wave carriers. The observed data during the conducted
tests are given in table II.

TABLE II
COMPARISON OF OPTICAL AND MM-WAVE CARRIERS IN A 100 M

OUTDOOR DEPLOYMENT

Data Rate [Mbps]
Minimum Maximum

OWC link 20 560
mm-wave link 30 350

The minimum data rate for the optical link, as determined by
a low visibility event with more than 160 dB/km attenuation,
was 20 Mbps. The minimum rate for the mm-wave link is
higher at 30 Mbps. The optical link, which is more than twice
as fast as the mm-wave link on average, consistently achieves
data rates of 360 Mbps. Nevertheless, the optical link shows
higher fluctuations in case of bad weather conditions [14]. As
a result, while the mm-wave link has higher minimum data
rates in bad weather conditions and is more stable, the optical
link has higher data rates most of the time, which makes it a
reasonable alternative.

VII. CONCLUSION

This paper analyzes the state of the art technologies in
satellite communication systems and optimization methods to
improve the architecture of these systems in different aspects
such as data rate and channel capacity. Examples of mm-wave,
optical, and dynamic systems are examined and discussed.
Even though some of these systems offer better solutions to

different problems, one system is not better than the other
one. The use of the methods depends on the requirement of
the mission on hand. Therefore, a trade-off between different
aspects cannot be avoided. Nonetheless, recent Projects, like
the QV-LIFT project, demonstrates that a dynamic approach
provides a solution that improves many different aspects simul-
taneously, creating a more adaptable system. Consequently,
more dynamic systems with new components subsidized with
different algorithms combining both hardware solutions and
diverse optimization methods, enhancing flexibility, can be
expected in the upcoming years considering the demands and
requirements of the market and users change and increase
rapidly.
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Abstract—Due to the introduction of high-speed switching
power components like Gallium Nitride HEMTs, tackeling elec-
tromagnetic interference becomes serious. Since Passive Filters
are large and difficult to handle at high frequencies Active
Control Techniques are a promesing approach. This paper brings
together and compares different concepts to actively control EMI
emissions in Gallium Nitride based power circuits. Therefore
strategies how to prevent the problem on its origin and how to
supress the propagation path are shown. By comparing their elec-
trical performance, complexity, variability and costs an overview
of active electromagnetic interference control mechanisms is
given.

Index Terms—Power Devices, Gallium Nitride, Electromag-
netic Interference, Active control

I. INTRODUCTION

In order to make more electrial efficient, lighter and smaller
power devices increasing the switching frequency (fSW ) is an
appropriate way. With modern Wide Bandgap Semiconductors
like Gallium Nidride (GaN) fSW in the MHz range are
no exception. However, this comes along with the challenge
of Electromagentic Interference (EMI) [2]–[5]. Conventional
Methods to reduce the effect of common mode (CM) and
differential mode (DM) detraction in power devices can be
devided into three categories:

1) Passiv EMI filters: Different condensators and inductivi-
ties can be utilized to block CM and DM interferences.
Though, compromises with in the package size, efficiency
and performance in high frequency ranges have to be
made [5].

2) Reducing parasitic inductivities and capacities: The cur-
rent and voltage transients generated by fast switching
power devices are causing parasitics to resonate. The in-
duced oscillations, overshoots and ringing are considered
as the main cause for EMI. Optimizing the PCB design to
decrase the parasitics and therfore raising the resonance
frequency can also ensure Electromagnetic Compability
(EMC) [4].

3) Limiting fSW and voltage slew rate: A decrease in the
Drain-Source Voltage Slope (dVDS/dt) is achieved with a
higher gate resistance. Lowering fSW also results in less
emitted distortions. Although, the EMI problem can be
reduced with this methods power loss during the swiching
event is increasing due to larger cross times [4], [5].

Improving EMC preformance and power loss while cun-
currently maintaining high fSW is a goal which is hardly
compatible with the above mentioned approaches. Thus, active
EMI control (AEC) is a promising alternative to master this.
Such AEC techniques are active EMI filters (AEF) and active
gate driving (AGD). The essential difference between these
is the conceptual point of attack. With AGD the basic idea is
preventing the occurence of EMI at its root. Whereas, applying
AEF tackels the problem at the propagation path. This paper is
organized as follows: first, an overview of EMI generation is
given. Section III then presents the concept of AGD and how it
is applied. In Section IV the concept of AEF is presented. After
this a Comparison of the two methods is given and summed
up. Finally, in Section V the Result is discussed.

II. EMI IN POWER CIRCUITS

In general, EMI in power circuits is generated by the
fast voltage or current switching transients [1]–[7]. Parasitic
Inductivities and capacities which occure in wires or the
junction of a free wheeling diode are resulting in resonant
circuits which are triggered by the high voltage slopes (dv/dt)
and current slopes (di/dt). The induced oscillations, overshoots
and ringing (Fig. 1) can damage the device itself or lead to
conducted and in case of very high frequency oscillations also
radiated EMI.

Fig. 1. Vds and Id of a GaN DC/DC-Boost Converter at 1MHz [12]
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III. ACTIVE GATE DRIVING

AGD already proved to be an efficient way for reducing
EMI and simultaneously lowering the switching losses in
silicon carbide (SiC) MOSFET power devices [3]. However,
with higher fSW and even faster switching transients EMC
challenges on AGD in GaN power devices are quite demand-
ing. The main idea of AGD is to prevent the occurance of
oscillations, overshoots and ringing while turn-on and turn-off
by manipulating parameters of the gate circuit. Fig. 2 shows
the conceptual control diagram of an AGD. Since the transcon-
ductance (gm), Drain-Source Resistance (RDS) and internal
Gate Resitance RG, int can not be controlled externally, only
fSW , the Gate Current (IG) and the external Gate Resistance
RG,ext can be utilized to manage this concept. In case of
AGD for GaN-FETs one major challenge are the very fast
rising (tr) and fall time (tf ) requiring control techniques with
sub-nanosecond response and actuating times. Whereby the
technique of fSW -modulation has no direct influence on the
switching event.

Driver

RG,int

gm RDS

d
dt

+

+

ID VDS

RG,ext

IG

VGS

fSW

Fig. 2. Conceptual Control Diagram of Active Gate Driving

A. Controlling the Voltage Slope

1) Active Gate Resistance Control: As mentioned in the
introduction, increasing RG successfully decreases dv/dt and
therefore EMI but also due to higher cross times during the
switching event power loss increases. To solve this issue [4]
proposing the control of RG,ext. By changing the value RG,ext

multiple times during the turn-on and turn-off event the Drain-
Source Voltage (VDS) waveform can be shaped. [4] utilizes a
programmable high speed AGD that can change the output
pull-up and pull-down resistance every 150 ps. With this open
loop technique a predefined profile of RG, ext is applied.
The turn-on event is split in 4 subsequences where different
RG,ext are operating. First, during the turn-on delay phase a
large pull-up resistance (RPU ) is choosen. A strong IG is the
result. Thus, time till Gate-Source Voltage (VGS) reaches the
Threshold-Voltage (VTH ) is minimized. Then, during current
commutation time RPU is reduced so di/dt does not exed a
certain limit. To prevent current ringing at the end of this
phase RPU is increased. Here, also the trade off between
the di/dt-limits and overlap-loss of VDS and VDS has to be
considered. While VDS commutates during the miller plateau

(MP) RPU is reduced step by step to control dv/dt and reduce
oscillations. At the end of this segment the driving strength
then is increased again slightly to hold the overlap-loss to a
minimum. In the last segment of the turn-on sequence RPU

is not changed because here VDS does not have an effect on
overshoots and oscillations. Similar to the turn-on sequence
the turn-off sequence consists also of four segments. Here,
the delay time at the beginning also is kept shot by allowing
a higher IG out of the gate by means of a high pull-down
resistance (RPD). When VGS reaches the MP the same trade
off as during the turn off transition has to be made and a
resitor sequence which restricts dv/dt and keeps the overlap-
loss small has to be applied. After the voltage commutated
current starts to commutate. Here, a smaller RPD is choosen
to decrease di/dt and the resulting voltage overshoot induced
by the parasitic inductance. Finally, RPD does not affect the
switching transition after VGS drops below VTH , therefore a
high RPD is applied keeping the gate in off-state [4].

2) Active Gate Current Control: To directly control the
voltage slope via IG [5]–[7] each suggesting closed loop
techniques. While [6] relies on a complete digital approach [5],
[7] utilizing an analog approach. Similar to AGD with RG,ext

a manipulated IG during the current and voltage commutation
is occured therfore dv/dt, oscillations and overshoots can be
controlled. [6] proposes the digital control of IG by means
of the first and second derivative of VDS as feedback signals.
The control unit generates a profil of IG which is derived
from the given limits for both derivatives. Doing so helps in
case of the first derivative obviously to limit dv/dt during the
switching transitions and in case of the second derivative also
the oscillations are getting reduced. Cutting down the control
meachnism to a mathematical model with two parameters
has the advantage of scalability and independence of load
conditions. The feedback loop and current source can also
be implemented in an analog manner which eliminates a
complicated digital logic. [7] suggests a sensing condensator
that transfers the measured voltage in a current proportional to
the derivative of VDS and the capactor itself. This measured
current then is fed into an inverse current mirror that reduces
IG during the MP and therefore slows down dv/dt. The main
difference between a simple increas of RG,ext and this method
is that the current commutation phase is not influenced thus the
overlap time can be hold to a minimum. So at similar dv/dt as
with a constant RG,ext the switching losses can be decreased.
[5] expands the thought of reducing IG during the MP by
increasing IG before and after MP to decrase the overlap
time and simultaniously kepping dv/dt and oscillations under
control. By means of adaptive MP detection and compensating
the feedback delay it is possible to not comprimise the
swiching speed, reducing EMI and switchig losses compared
to a constant driving current.

B. Modulating the fSW

Another technique to actively reduce EMI in switching
devices is based on the spreading of the inference power
spectrum [8]. This is attained by modulating fSW , therefore



power peaks in the power spectrum are getting split Fig. 3.
[8] proposes three different spread spectrum modulation

Fig. 3. Time domain and power spectrum of FR-SSM [8]

(SSM) techniques . First, a fixed rate SSM (FR-SSM) then
two methods for a randomized SSM (RSSM) and then a
multi rate SSM (MR-SSM) are described. FR-SSM, as the
name suggest, modulates fSW linearly with a fixed rate and
modulation frequency (fM ) arround fSW . Althrough, a solid
peak EMI reduction can be achieved, the potential of FR-
SSM is limited by the maximum frequency range (∆f ).
A to large ∆f causes the overlap of the splited frequency
bands and results in new peaks in the power spectrum. To
reduce the EMI peaks even further RSSM is proposed. The
implemantation can be realized both, in discrete manner (D-
RSSM) as well as in a more cost friendly analog continous
manner (C-RSSM). C-RSSM utilizes the avalanche noise of a
Zener diode to randomize the modulation. On the backside C-
RSSM makes the precise prediction of the duty ratio difficult.
Even though [8] suggests a closed loop methode for C-RSSM
the exact voltage regualtion remains complex and can couse
problems in PWM driven power circuits. A solid compromise
between the good EMC performance of C-RSSM and the
better controllable FR-SSM is the Multi Rate SSM (MR-
SSM). Here, the rate of frequency modulation is cloosed loop
controlled. As a result the duty cycle is predictable and no
overlaps in the power spectrum occure.

IV. ACTIVE EMI FILTERS

In contrast to AGD, AEF deals with the emitted EMI and
mitigates the impact [9]–[11]. Fig. 4 shows the conceptual
model of and an AEF. It distinguishes two types of compen-
sation filter. First, the AEF is classified wheter it suppresses
CM or DM [11]. Also, a differentiation between the feedback
(FB) type, which senses the current or voltage before the Line
Impedance Stabilization Network (LISN) and feeds back the
compensation signal after the Device Unter Test (DUT) and
the feedforward (FF) type senses the current or voltage at the
DUT and inject the compensation before LISN has to be made.
The major benefit of a FF concept is that the disturbance
does not effect a receiving device, since it is canceled out
before. In contrast, the FB concept has the advantage that it
is more robust since it is a cloosed system. Furthermore, for a
good EMI rejection an op-amp with a constant gain at a large
bandwidth is required [9].
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Fig. 4. Conceptual model of an Active EMI Filter

A. Active CM Filters

To sense the CM entity a CM current transformer is utilized.
Taking advantage of the Low-pass characteristics only the
high frequency parts are getting transformed and the desired
signal is not significantly disturbed. Then, an op-amp inverts
and amplifies the entity. The injection back into the phases
can be realized as a current or voltage compensation. Fig 5
shows the current-compensation realized with two conden-
sators. Whereas, the voltage-compensation is implemented
with a drive choke in Fig. 6. In [11] the best EMI rejection
result for CM appear with the current-canceling concept.

Fig. 5. Scheme of CM active filter with current-canceling [11]

B. Active DM Filters

The Sensing of DM distortion in AEF is implemented with
two high-pass filters Fig 6. In contrast to the CM AEF, the
compensation signal results from the differential sum of two
phase signals. In [11] the sensing path is also built with two
high frequency transformers, which have the benefit of a pre
amplification and, even more important, a high CMRR. Similar
to the CM AEF the injection back into the phases can be
executed for voltage-canceling and for current-canceling. In
[11] the best EMI rejection result for DM appear with the
Voltage-canceling concept.



Fig. 6. Scheme of DM active filter with voltage-canceling [11]

V. COMPARISON

The active EMI controlling methods are campared based
on their high frequency capability, adaptability, complexity
of the concept, its package size and their cost. GaN based
power devices often reache fSW in the MHz range so the
high frequency (HF) capability of an effectiv EMI control
has to be given. In this point of view the AGD techniques of
activly controlling RG,ext, fSW -modulation with an open loop
concepts have their advantages. Since no feedback is needed
the time for this path does limit the maximal frequency. A
closer inspection in this matter as to be done on the closed loop
AGD concepts. The described digital control approchach of
dv/dt via IG [6] is too slow since the minimal fSW mentioned
were 100Hz and therefore not be considered any further. On
the contrary, the analog approch of [5], [7] is suitable for HF
purposes. AEF HF capability is limited by the bandwith of
the op-amp. In [10], [11] the upper cut off frequeny lays at
arround 30 MHz, therefore HF capability is given.
When comparing the active control methods in terms of their
adaptibility to changing conditions like a different load or
voltage closed loop techniques like AEG via IG and AEF
benefit from their feedback loop. In case of SSM it has to be
mentioned that the investigated methods [8] are only tested at
voltages up to 40 V and currents up to 5A. So the adaptivity
is not researched for higher powers. Also, the most promising
methode MR-SSM is not suitable for PWM driven applications
like an electric motor, since the variance in frequency can
cause mechanical problems.
The aspect of complexity often plays a role when it comes
to feasability. Here, AEF and AGD via IG profits from an
analog structure. Whereas the 6.7 GHz digital AGD [4] is
very complex in terms of architecture and tuning.
Another influence factor on the feasability is the size of the
EMI reduction method. Compared with each other, AGD takes
up less space in contrast to AEF. AGD can be integrated on
a chip [5], [7] and no current transformer or bigger capacity
is needed less volume on a chip is used.
Even more important for the feasability are costs. No exact
numbers are given in the references. Under the assumption
that an integrated self developed AGD is more costly than
AEF consisting of non integrated parts, the AEF is superior in

this respect. Tab. I sums up all the above mentioned Tab. I

Concept AGD AEF
RG,ext IG fSW +

HF-capability + 0 + +
Adaptability - 0 + +
Complexity - - + + ++

Size - + + -
Cost - + + ++

TABLE I
COMPARISON OF THE ACTIVE EMI CONTROL METHODS

does not take in account the electrical efficiency of AGD
and AEF. Here, AGD brings in a big advantage. Due to the
active shaping of the switching transients also the loss power
gets reduces compared to a constant RG,ext or passiv EMI
filters. Less oszillations and shortened overlap times incresing
the efficiency due to decreasing switching losses [4], [5], [7].
Whereas, AEF additionaly needs a power supply which and
does not activly increase the efficiency.

VI. CONCLUSION AND DISCUSSION

This paper presents and compares different approaches to
activly control EMI in Gan power circuits. With an AGD
concepts to shape the switching transients in the time and
frequency domain are presented. Whereas AEF suppresses
the conduction path of EMI activly. AGD is an effective,
adaptable, space-saving but more costly and complex way
to decrease EMI and simultanously increasing the efficiency
compared to a constant RG,ext or passiv EMI filters. AEF,
in contrast prove to be a more cost friendly way for low
power devices to mitigate EMI. So, AGD and AEF both are
a reasonable alternatives to passiv EMI filters in GaN power
circuits.
Futher research topics on active EMI control techniques could
be the high power application of AEF, a closed loop control
for RG,ext, a more HF suitable approache for the digital slew
rate control and a plausibility check for soft switching devices
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Abstract—Modern wide bandgap semiconductors such as Gal-
lium Nitride offer the possibility to use high frequencies in the
range of MHz for high power density in power cell designs.With
this high frequency and high power density, the influence of
parasitics during the switching process is significant, which
leads to high losses and device failure. For these reasons, the
parasitic inductance should be reduced in both the power circuit
and the driver circuit. This paper will explain the influence
of parasitic inductance in high-frequency GaN power cells and
different methods to reduce the inductance of power loops and
then compare the solutions in terms of complexity , utility and
feasibility. It will also review the state-of-the-art in low inductance
power cells for power converters .

Index Terms—High frequency switching, power loop induc-
tance, field cancellation, snubber circuit, EMI, PCB-Design

I. INTRODUCTION

In recent years, demand for high efficiency and high
power density power devices has been increasing rapidly.
This is possible with high switching frequencies. At higher
frequencies, the size of passive components decreases as they
have to store energy for a shorter period of time. Gallium
Nitride high-electron-mobility transistors (GaN HEMTs) are
promoted to be enablers for those requirements with low
on-state resistance, high carrier density and minimum input-
output capacitance [1]. Increasing the switching frequency can
increase power density.Although at high frequencies, small
parasitics of the circuit lead to severe voltage overshoot,
ringing, which induces Electromagnetic interference(EMI) and
sometimes even breakdown of the devices [2]–[7]. Because of
GaN HEMTs’ faster switching speed than silicon MOSFETs,
high frequency GaN HEMTs are more sensitive to parasitic
inductance. This is the reason why low inductive PCB design
is necessary to reduce the influence of parasitic inductance [8].

In this section, main parasitic inductance and their influence
on high-frequency GaN power devices’ switching operation
will be discussed. There are three main parasitic inductances

which affect the most during the switching process : gate loop
inductance Lg , common source inductance Ls and power loop
inductance Lp. which is shown in Fig 1.

Fig. 1. Parasitic Inductance in Halfbridge

A. Common Source Inductance

Common source inductance is the inductance shared by
the drain to source power current path and gate driving loop
[9].It is mainly depends on package of GaN device and
mostly impact on driving speed of device.Gate current can
be determined by the equation (1) where VDrive is Gate driver
supply voltage,VGs is GaN transistor threshold voltage, as per
below equations of gate current Ig, VLS is voltage across
common source inductance and Rg is input gate resistance.
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Ig =
VDrive − VGs − VLS

Rg
=

VDrive − VGs − Ls
dID

dt

Rg
(1)

During the turn on process, rising drain current across the
common source inductance will decrease the overall value of
gate current Ig than expected as per the equation 1. So a
lower gate current value leads to a slower gate driving speed.
While turn off process drain current decreases and overall
gate current increases which make again negative impact on
switching process [10].

Reduction of parasitic in GaN HEMT is utmost priority
from the manufacturing process to the end process of PCB
layout. So, designers of the GaN transistor made the reduction
of package parasitic with the lateral design so that the die can
be soldered on the same side of the PCB. This kind of package
design reduces the parasitic due to internal vias connection.
To further decrease parasitic, the drain and source connections
are arranged in an interleaved land grid array(LGA), provid-
ing multiple parallel connections to the PCB from the die.
Interleaved structure with opposite current flow will lead to
self field cancellation and reduces the inductance. The result
is a device package inductance of Advanced package such as
land grid array, GaNPX ,PQFN which have very low parasitic
inductance in the range of a couple hundred picohenry [1] With
this advanced package at higher density, our only constraints
are gate loop inductance and power loop inductance, which
is why methods of PCB layout of power cells are the most
crucial part . Although the common source inductance is very
small with respect to gate and power loop inductance, they
require more optimization [8] .

B. Gate Loop Inductance

Gate loop inductance mostly depends on gate driver circuit
design , how the gate driver is placed, and the length of the
gate signal trace. In [8] an optimized double layer layout to
reduce the gate loop inductance is investigated. Experimental
results support those methods.

C. Power Loop Inductance

The high frequency power loop inductance Lp contains
parasitic inductance of dc link capacitor LDclink, package
inductance of switching devices Lswitch and power loop PCB
trace’s inductance LPCB trace as shown in Fig 1. where Q1 is
a high-side transistor and Q2 is a low-side transistor [8].

LLoop = LDclink + LPCB trace + Lswitch (2)

Power loop inductance has a direct impact on the switching
speed and peak drain to source voltage VDS spike during turn
off. Drain current Id increases during the turn on transition.
And the result is that voltage across power loop inductance
Lpincreases (as di/dt increases), which leads to overall voltage
across the half bridge being low . Therefore, switching losses
decrease. So it helps during turn-on time.During the turn off
process, drain current decreases. Negative di/dt across the loop
inductance induces the negative voltage. The loop inductance

increases the effective voltage across the device. That causes
a peak voltage spike and increasing switching loss [11].While
the common source inductance is controlled by the advanced
packaging of the GaN, the loop inductance has a large effect
on switching losses.

II. DIFFERENT PCB LAYOUTS AND TECHNIQUES TO
REDUCE POWER LOOP PARASITIC INDUCTANCE

With fast switching speed and low inductive package in-
ductance of GaN HEMT layout design have a huge impact
on total parasitic inductance of power loop which can degrade
the performance of the devices.The following section discusses
different state-of-the-art PCB layout strategies for GaN con-
verters [10].

Fig. 2. Left:Lateral structure (a) Top view (b) Side view ; Right: Vertical
structure (a) Top view(b) Side view ,adapted from [10]

Conventional way is lateral layout as shown in fig 2(Left) ,
where DC link capacitor , all the switching devices are placed
on one side of the PCB by keeping them in close proximity to
reduce the physical size of power loop.Another most common
way is vertical layout as shown in fig 2(Right), where all
the switching devices are placed on one side of the PCB and
DC link capacitor is placed directly opposite side of the PCB
underneath the main switching devices. Another way will be
keeping One switch on top side and another switch on the
bottom side of the PCB. Any how the target is always to
reduce physical loop size.One optimized method would be to
place all the power loop components on one side of the PCB
as near as possible without any of the shield layer,as shown
in Fig 3. Here, via is used to make the current return path
from the exact next layer of the top layer, which helps in the
reduction of loop size.

As described above, all state-of-the-art layouts have all the
components in close proximity to reduce the physical size of
the power loop. In addition, employ the following techniques
to decrease power loop inductance.

A. Field Cancellation

Current flowing through a conductor or PCB trace will
generate a magnetic field. Due to that magnetic field, another



Fig. 3. Optimized layout (a) Top view (b) Bottom view (c) Side view ,adapted
from [10].

current will be induced in a near-by conductive medium, which
is in the opposite direction to the original current. This induced
current also now generates a magnetic field, which nullifies
the very cause of it. This is the basic principle of the field
cancellation technique to reduce parasitic inductance.

As shown in Fig.2, the vertical structure has a current return
path that is directly beneath the power loop current. So self-
field cancellation is used to reduce the parasitic inductance.
In Fig.3 the optimized structure also uses this technique to
minimize the parasitic inductance. In this technique, both the
distance between PCB layers and the thickness of the PCB
have a significant impact on parasitic. However, the impact
totally depends on the way the power loop is designed. In
Fig.2, the vertical structure has more impact due to PCB
thickness than the distance between PCB layers. But in Fig.3,
the optimized structure has more impact on parasitics due to
distance between PCB layers than overall PCB thickness [10].

B. Shielding Layer

The shield layer is an important layer to reduce the field
generated by the high frequency power loop. The field can-
cellation technique’s basic operating principle also applies to
this. Inside the shield layer, a current is induced due to the
magnetic field of the power loop. This induced current in the
shield layer is in the opposite direction to the power loop
current and it also generates the magnetic field. This magnetic
field counteracts the power loop magnetic field, which helps to

reduce the parasitic inductance. Fig.2, The Lateral Structure:
the first inner layer of the PCB acts as a shield layer to reduce
parasitics. The shield layer is used when self-field cancellation
is not possible due to the layout of the power loop as shown
in fig. 2 Lateral Structure . In this technique, the distance
between the power loop and the shield layer(first inner layer)
has a significant impact on the parasitics of the power loop
[10].Also, some shield layer losses will add up. That is one
disadvantage of using the shield layer.

Fig. 4. RC snubber circuit

C. Snubber Circuit
An RC snubber circuit can be used to reduce the ringing

and overvoltage during the switching process. Keep the RC
circuit parallel to the respective switching device as shown
in the Fig.4 (a) [13].Arranging the RC circuit in parallel to
the switching device helps to reduce voltage overshoot and
damp the ringing due to parasitic inductance, as shown in the
Fig.4 (a) . But the disadvantage of this circuit is that the fast
changing voltage across the switch will increase the losses of
the RC snubber circuit [14].So instead of connecting them
across the switch, we can connect the RC snubber circuit
across the DC link capacitor as shown in Fig.4 (b) . This
will damp the ringing at lower snubber circuit loss.

D. Interleaved Structure
The advanced package of GaN transistors mostly uses an

interleaved structure. In this structure, more than one current
path is connected in parallel to each other. And this can be
achieved by having multiple drain and source contacts on a
single transistor, as shown in Fig. 5.These parallel current
paths are loosely coupled so that mutual inductance between
them is almost zero. All parallel paths have the same current
value, so overall loop inductance can be described as per
equation3 [8] . where L is the total inductance of the loop,
Lo is the inductance of the single current path, and N is the
number of parallel current paths.

L =
Lo

N
(3)



The multiple number of parallel current paths decreses the loop

inductance .Fig 5 shows the advanced package GaN transistors
are used to design a half bridge using the interleaved structure
to minimize the parasitic inductance.

Fig. 5. Double sided layout TS:High side GaN BS:Low side GaN (a)Top
view (b)side view (c)A-A cross section, adapted from [1].

Above all three explained layouts ,the optimized layout is
more effective and also not very complex. Shield layer require-
ments are reduced as a result of structure design, but thermal
dissipation must also be considered during the design process.
DC link capacitor placement helps to reduce inductance.Using
small ESL(Equivalent series inductance) capacitors placed in
parallel in place of single dc link capacitor also help us to
reduce the parasitics due to dc link package as shown in the
Fig.5 [12].Also connection between all the component and
traces can be done in a such way that field cancellation due to
return current path is possible which leads to reduce parasitic
inductance too.This is only possible if the structure is vertical
as per Fig.2 (Right) and Fig.3. In other cases use of shied
layer is beneficial for field cancellation but it add the losses
from the shield layer.

TABLE I
FACTORS AFFECTING THE DIFFERENT PCB LAYOUTS

Factor Affecting the
Parasitics

Lateral
Structure

Vertical
Structure

Optimized
Structure

DC link capacitor
placement on PCB

Top Bottom Top

Distance between
PCB Layers

Less Less More

Thickness of PCB More Less Very less
Shield layer require-
ment

Yes No No

Other than that, the ultra-low parasitic power module is the
latest solution for the minimization of power loop inductance.
where the DC link capacitor is also manufactured on a
monolithic GaN half-bridge IC . Due to this, the connection
of the DC link to the switch and the connection between
the switches will have the least parasitic component. In this
technology, they use a bus structure for DC link connection to
switch. This is based on two phenomena: one, we have a wide
conductor structure, which creates a long path for magnetic
flux to close around it. The result is that magnetic resistance
increases and inductance decreases. Second, the return path of
the current is brought close in order to cancel the magnetic
field,So we’re employing the field cancellation technique [15].

III. CONCLUSIONS

High-performance GaN FETs have the ability to switch with
greater efficiency and at higher frequencies than conventional
Si MOSFET technology. GaN FETs need a low parasitic
PCB layout in addition to better figure of merits and low
parasitic packaging to operate to their full potential. State-
of-the-art layouts and techniques to reduce power loop PCB
parasitics have been discussed. From that, an optimized layout
is more efficient to reduce the physical size of the power loop
without a shielding layer. Moreover,the use of an advanced
GaN transistor is a better solution for the lowest package
parasitic inductance. Layout optimization is also improving as
a result of the LGA interleaved structure. Field cancellation
and a shield layer can be used to cut down on parasitics
brought on by the magnetic field of a power loop current. To
reduce DC link capacitor internal parasitic inductance, parallel
connection of multiple small-size capacitors can be used, but
only up to some voltage level. Along with thick and short
PCB traces, the snubber circuit helps to reduce over-voltage
spikes by filtering out the high frequencies.Use of the ultra-
low parasitic power module is also recommended.Furthermore,
gate loop inductance needs to be removed from the half bridge
to get smoother and faster lossless switching of GaN power
converters.
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Abstract— Gallium nitride (GaN) is becoming a mainstream 

semiconductor for power and radio-frequency. In the last few 

years, the fin field-effect transistor (FinFET) and m-gate 

architectures have been leveraged to develop a new generation of 

GaN power and RF devices, which have continuously advanced 

the state-of-the-art in the area of microwave and power 

electronics. This review paper presents an overview of the 

reported GaN FinFET device technologies for RF and power use 

cases, as well as includes details about device design parameters 

and performance analysis. The paper concludes with a summary 

of current challenges and outlook on the FinFET technologies. 

Keywords—Break Down Voltage (BV), SiC, GaN, AlGaN, Si, 

CMOS, Drain Induced-Barrier Lowering (DIBL), FET, Double 

Gate (DG). 

I. INTRODUCTION 

The Si-based power systems are fast approaching their 

theoretical limit. But we need transistors that can handle high 

voltage (high current) for next generation applications. We 
should note that the global power device market that is expected 

to reach $32.35 billion by 2027 is growing fast [1]. So, to meet 

the expectation, science community and the industry start to 

look at the alternative ways to achieve further improvement in 

device performance. One possible alternative is to use other 

semiconducting materials. Because of the material advantages 

like higher thermal conductivity, higher breakdown voltage, 

larger energy bandgap, comparable carrier mobility, and 

saturation electron velocity, wide bandgap compound 

semiconductors are the most attractive alternative [Table 1][2]. 

We have a term “specific ON-resistance” expressed as: 

 

𝑅𝑜𝑛,𝑠𝑝 = 𝑅𝑜𝑛 ·  𝐴                                                  (1) 

Where 𝑅𝑜𝑛 is ON-resistance and A is the device area. Our goal 

is to achieve a low specific ON-resistance which then means 

smaller area (capacitances) and small switching losses. We 

observe that power devices based on wide bandgap materials 

can potentially achieve lower specific ON-resistance for the 

same BV. Therefore, compared to similarly rated Si devices, we 

get higher operating frequency. FETs based on GaN materials 

are now strong candidate for applications in high-power, high-

frequency electronics. 

 

The other possible alternative which has been widely used to 

get better performance is to scale (reducing the lateral and 

vertical dimensions of) the transistors. But then, to avoid the 

oxide breakdown and to maintain the device performance, the 

𝑉𝑑𝑑 and 𝑉𝑡 need to be scaled down as well. The combination of 

narrow oxide thickness and low 𝑉𝑡 gives rise to gate leakage 

and sub-threshold leakage currents, respectively. These effects 

(and few others like, DIBL) in short are known as short channel 

effects (SCEs). So, there is a need to find replacement for 

classical structure at nanoscale level. One solution is to 

introduce Multi-Gate MOSFETs. A type of MG-MOSFETs 

which has 2 gates are called as double-gate MOSFET or 

FinFET. The term ‘Fin’ refers to the fin-shaped channel (size is 

in the regime of nanometer). FinFET provides better gate 

control of channel and therefore significantly reduces the SCEs. 

To enable scaling for technology nodes below 22nm, FinFETs 

are widely used [14]. The FinFET technology has been widely 

adopted in digital and memory applications leading to an 

expected global market of around $196.85 billion by the end of 

2026 [11]. 

In this paper we discuss and summarize how we can combine 

GaN and FinFET layout. The paper is organized as below. In 

Section 2 we discuss the basics of Si based FinFET, Section 3 

discusses the how the FinFET concept can be applied to GaN 

transistors, their advantages and disadvantages. Section 4 deals 

with the outlook for future studies and conclusion. 
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II. FINFET BASED ON SI 

 
In 1989 Hisamato et al. fabricated a double-gate SOI 

structure which they called a fully-depleted lean channel 
transistor (DELTA) is known to be the first reported fabrication 
of a FinFET-like structure [3]. As we discussed before when we 
scale (like, reduce the channel length) an FET, we observe the 
SCEs. To prevent one such short channel effect, we can use the 
thin gate oxide or the thin depletion depth below the channel to 

the substrate. But reducing both/either of these after a point is 
not wise and it will result in unreasonable power increase and/or 
slower turn on of the channel region respectively. But in double-
gate FETs, the presence of second gate results in reducing short 
channel effects, particularly reducing the DIBL and improving 
the subthreshold swing. Figure 1 schematically illustrates the 
above points and shows the advantage of double gate layout[4].  

One point to note here is, in single-gate design we can use some 
method (like, increased body doping) to decrease the DIBL, but, 
after some point it will increase the subthreshold swing and if 
we chose to improve the subthreshold swing (e.g., decreased 
body doping) this will worsen the DIBL. So, a compromise 

between the two is necessary. Figure 2 illustrates the above 
discussed points. In the graph we draw the MEDICI-predicted 
DIBL and subthreshold swing values versus the effective 
channel length. Here, we can see that with the double-gate FETs 
both the parameters can be improved. This shows the difference 
between the single-gate and double-gate layout in a greater 

detail.  

Next, let’s look at few of the different types of FinFETs. We 
look at two main types, namely, Shorted-Gate FinFET and 
Independent-Gate FinFET. As the name suggests in SG-
FinFETs the front and back gates are shorted and in IG-FinFETs 
they are isolated from each other. In Figure 3 we can see the 

layout structure of both SG and IG-FinFETs. Few of the simple 
differences between the two are, In SG-FinFET there is no 
external control of the 𝑉𝑡ℎ  and channel is controlled jointly by 
both the gates. But, in IG-FinFET one gate is used for switching 
and the other to control 𝑉𝑡ℎ . This increases the flexibility. 
Relation between front gate threshold voltage (𝑉𝑡𝐺1) to the back 
gate voltage (𝑉𝐺2) using the charge sheet approximation [7] is: 

𝑉𝑡𝐺1

𝑉𝐺2
= −

𝐶𝐹𝑖𝑛𝐶𝑜𝑥2

𝐶𝑜𝑥1(𝐶𝐹𝑖𝑛+𝐶𝑜𝑥2)
≅ −

3𝑡𝑜𝑥1

3𝑡𝑜𝑥2+𝐹𝑖𝑛𝑊𝐼𝐷𝑇𝐻
      (2) 

Each design has few advantages and disadvantages. One main 

point to note is that, IG-FinFET requires more area [6].   

III. GAN BASED FINFETS 

In this section let’s look at how GaN transistor will take 
advantage of the FinFET design which we discussed in the 
section before. For e.g., in the case of RF applications, the 
suppression of SCEs can potentially lead to a high unity current-

gate frequency (𝑓𝑇 ) [9]. Also, we can demonstrate superior DC 
and RF performance of AlGaN/GaN FinFETs featuring high 
extrinsic 𝐺𝑚  linearity as shown here [13] or we can achieve high 
performance with GaN/AlGaN FinFET Heterostructure design 
as shown here [12]. In this paper, we will discuss switching 
performance and figure of merit of 1.2kV vertical GaN Power 
FinFETs[8]. 

A. Device Design and Capacitance 

 Note that, FinFETs can be realized in either lateral or vertical 
layout. Typically, GaN devices have a lateral layout. But, 
recently the vertical layout FinFETs have been designed. Since, 
the vertical structure can be used in medium voltage range, we 
will be using these layout structures. First, let’s look at the 
capacitances that can be observed in our design structure. We 
can divide the capacitances into two groups. One, capacitances 
in active region and the other is capacitances in pad/edge region. 
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Figure 5 illustrates the vertical layout with main components of 
device junction capacitances in both of these regions. All the 
capacitances (includes active and pad/edge region) shown in the 

figure belong to two main capacitances, that is, 𝐶𝑔𝑠  and 𝐶𝑔𝑑 . 

Note that, 𝐶𝑑𝑠  is very small because the fin region is fully 
depleted at zero gate bias. We can optimize the device layout to 
reduce the capacitances in pad/edge region. Now, to calculate 
the switching performance and FOM, we need input capacitance 
𝐶𝑖𝑠𝑠  (= 𝐶𝑔𝑠 + 𝐶𝑔𝑑 ), output capacitance 𝐶𝑜𝑠𝑠  (= 𝐶𝑔𝑑 + 𝐶𝑑𝑠 ), and 

reverse capacitance 𝐶𝑟𝑠𝑠  (=  𝐶𝑔𝑑 ). Here we observe that 

compared to Si technology, the capacitances are low in our 

device(see Table 2). Figure 6 shows the simulated junction 

capacitances as a function of voltage 𝑉𝑑𝑠. Here, we can see that 
𝐶𝑔𝑑 and 𝐶𝑔𝑠 are the main sources of the device capacitance and 

𝐶𝑑𝑠 is very less compared to other capacitances. 

B. Performance comparison 

Let’s look at the switching performance and figure of merit 
of our device and compare that with the similar rated devices 
with other technologies. Dimensioning of components and 
detailed calculations on how to find the switching frequency and 
figure of merit are presented in the original paper in a great 
detail. Here, I will briefly discuss the procedure and give the 
equations, but mainly will try to summarize the result and draw 
some conclusion with the results that we have.  

First, let us look at how switching frequency and figure of merit 
can be expressed and calculated. In general, device power loss 
under switching operations consists of the conduction losses, 
switching losses and the losses related to device/diode reverse 

conduction:  

𝑃 =  𝑃𝑐𝑜𝑛𝑑 + (𝑃𝑔𝑎𝑡𝑒 + 𝑃𝑞𝑜𝑠𝑠 ) + 𝑃𝑟𝑟                                        (3a) 

    = 𝐼2𝑅𝑜𝑛𝐷 + 𝑄𝐺𝑉𝐺𝑓𝑠𝑤 +
𝑄𝑔𝑑𝑉𝑑𝑠𝑓𝑠𝑤 𝐼𝑑𝑠

𝐼𝐺
+ 𝑃𝑟𝑟                       (3b) 

    = 𝐼2𝑅𝑜𝑛𝐷 + 𝑄𝐺𝑉𝐺𝑓𝑠𝑤 + 𝑄𝑜𝑠𝑠𝑉𝑑𝑠𝑓𝑠𝑤 + 𝑃𝑟𝑟                        (3c) 

where 𝐷 is the duty cycle and 𝑓𝑠𝑤 is the switching frequency. 

Also, here equation 3b is in the case of hard switching and the 

equation 3c is in the case of soft switching. Equation 3a, 3b and 

3c are used to calculate the switching frequency.  

To evaluate the performance, we use the following power 

switching FOM (out of many FOMs, considering all possible 

conduction and switching losses): 

 

𝐹𝑂𝑀𝑠𝑤 = 𝑅𝑜𝑛(𝑄𝐺 + 𝑄𝑔𝑑 + 𝑄𝑟𝑟)                                       (4) 

This FOM is independent of device area or current ratings, and 

is suitable for evaluating these devices for both hard and soft 

switching. Now if we substitute values for 𝑄𝐺, 𝑄𝑔𝑑  and 𝑄𝑟𝑟: 

 

𝐹𝑂𝑀𝑠𝑤
𝐹𝑖𝑛𝐹𝐸𝑇𝑠 = 𝑅𝑜𝑛(𝐶𝑖𝑠𝑠𝑉𝐺 + 𝑞𝑁𝐷𝑡𝐷𝐴)                              (5) 

 

Now, if we use the below values for 𝑉𝐺 (5V); 𝑁𝐷  (~4×1015 
𝑐𝑚−3 ) and 𝑡𝐷  (8.5 µm) is the net donor concentration and 
thickness of the drift region between the gate and drain, 
respectively; and 𝐴 is the total device area (~0.45mm2), we get 
the figure of merit to be equal to 3.3nΩ.C and a practical 𝑓𝑠𝑤  of 
~3.5 MHz is calculated.  

Now that we have calculated the switching frequency and FOM 
in our case, let’s look at where does this result stand when 
compared to the similar rated devices from other technologies. 
Table 2 summarizes the key device metrics of our 1.2 kV GaN 
vertical FinFETs, benchmarked against state-of-the-art 
commercial 0.9-1.2 kV Si and SiC power transistors. Other 
large-area 0.9-1.2 kV GaN devices at the R&D level are also 
included. Here, we will test the different properties and 
parameters like, the chip area, 𝑅𝑜𝑛 , BV, 𝑉𝑡ℎ , capacitances, 

switching charges and FOMs. As shown, the above discussed 
device exhibited the best power switching FOMs among all 0.9-
1.2 kV power transistors. It’s very difficult to get the values for 
R&D level devices, and we see that SiC is somewhat closer to 
our device, but Si based device is well far of. Also, note the 
difference in chip area. As we discussed, low specific ON-
resistance means small area, the same can be seen here. All these 
improvements would mean nothing if the breakdown voltage is 
bad. But as we discussed before, we see that these improvements 
can be achieved with similar breakdown voltage compared to 
the other technologies. These improvements bring the threshold 
voltage down and the device capacitances compared to the other 
technology are very low in our device. Finally, the switching 
frequency that we obtained (~3.5 MHz) is much higher than the 
equivalent Si IGBTs (10-20 kHZ). 
 

C. Challenges and Improvements 

 The design discussed here has its own shortcomings and few 
improvements can be done both in the manufacturing and design 
point of view. The original paper explains these in a great detail. 
Here, I would like to discuss more general points. A common 
gap for many GaN FinFETs and trigate HEMTs (irrespective of 

 
Table 2: Summary and benchmark of device technologies and their key device metrics 

for 900-1200 V power switching applications 

 
Fig. 6: Simulated junction capacitance as a function of 

drain voltage [8] 
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the layout design) is their thermal management, GaN material 
has a thermal conductivity of 1.3W/cmK whereas Si has a 
thermal conductivity of 1.5W/cmK. Manufacturing process is 
another short coming of GaN technology when it’s compared to 
that of Si technology. The number of defects per square 
centimetre is very high compared to that of Si. This in turn 
means that the cost to produce same amount of GaN wafers is 
very high compared to Si. Next, regarding vertical GaN 
FinFETs, an immediate need for advancing the performance of 
vertical GaN Fin-MOSFETs is to understand the physics, 
material science, and processing technologies regarding the 
electronic transport properties in the fin channel and the sidewall 
accumulation-mode MOS channel. To overcome few of the 
shortcomings we can look into alternatives. GaN-on-Si could 
offer an alternative to lower the device costs, but significant 
progress has to be made on the GaN quality with low defect 
density and on the thickness of the GaN layers grown on Si 
substrates, in order to enable larger voltage devices. 

IV. CONCLUSION 

In summary, we reviewed the advantages of GaN 

semiconductor material and the technology and characteristics 

of GaN based transistors. FinFET and trigate architectures 

based on GaN can play a vital role in improving the state-of-

the-art in the area of RF technologies and power electronics. 

For e.g., the device mentioned in this work shows superior 

power switching FOMs when compared to commercial 0.9-1.2 

kV Si and SiC power transistors. This demonstrates the great 

potential of vertical GaN FinFETs. Extensive research both at 

academic and industrial level will help achieve these 

advancements. As a final thought, we should note that GaN as 

a technology is still very young. So, the future is very promising 

for GaN technology and the end users like us. 
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Abstract— An analysis of wide-bandgap superjunction 

transistors is conducted to emphasize the significance and benefits 

of such devices in high voltage power electronics applications. This 

paper outlines the characteristics of wide-bandgap superjunction 

semiconductor materials Silicon Carbide (SiC) and Gallium 

Nitride (GaN), their fabrication and design process, and the 

challenges associated with such devices. It further explains how 

different parameters of the device affect the properties of wide-

bandgap superjunction power devices.  

Keywords—Superjunction, wide-bandgap, SiC superjunction, 

GaN superjunction. 

I. INTRODUCTION  

Silicon (Si) based power devices have been prevalent in 
power electronic applications for decades, and to improve and 
push the theoretical limit of unipolar Si power devices, the 
superjunction concept was introduced. The superjunction 
structure incorporates multiple highly doped regions in the drift 
region instead of using a single lowly doped region [7]. By 
vertically stacking pillars, the depletion layer is extended to the 
entire drift region. This allows a higher doping concentration in 
the drift region, which reduces the drift resistance [4] further 
reducing the on-resistance for a device in the same voltage class.  

 Wide-bandgap semiconductors have a high critical electric 
field allowing them to have a smaller area-specific on-resistance 
(RON,SP) than conventional silicon power devices at the same 
voltage class. Furthermore, they have high thermal conductivity, 
allowing for high temperature operation and a correspondingly 
high saturation velocity that allows for a high level of current 
capability in the same package. Table Ⅰ gives a comparison of 
important semiconductor properties. 

Property Si 4H-SiC GaN 

Band gap [eV] 1.12 3.23 3.42 

Electric Breakdown [105  V/cm] 3 28 33 

Thermal Conductivity [W/cmK] 1.5 4.9 2/0 

Saturation Velocity [107 cm/s] 1 2.2 2.7 

Table Ⅰ Comparison of semiconductor properties 

The SJ structure that benefits silicon could be used for wide-
bandgap material’s unipolar devices to attain superior 
performance with a similar approach. The superjunction concept 

can be applied in various methods like using vertical variation 
doping profile in SiC SJ MOSFET [2], vertical SJ MOSFET 
with a different number of n-type and p-type pillars [3] by multi-
epitaxial growth, fabrication of vertical GaN SJ using lateral 
polar junction [8] and more. Section Ⅱ and Ⅲ gives an analysis 
on fabrication, design, and electrical characteristics of SiC and 
GaN superjunction devices respectively to the author’s best 
knowledge. 

II. SILICON CARBIDE SUPERJUNCTION 

A. Fabrication and Design 

A multi-epitaxial growth method is used to achieve a 1.2 kV-
class SJ UMOSFET [1][4] and a 3.3 kV-class SiC SJ MOSFET 
[9]. The thickness of each layer and the number of repetitions 
used for the device can vary depending on the requirements 
although a common thickness of 0.65 µm in epitaxial film was 
found in 1.2 kV-class devices [1][4]. A donator and acceptor 
concentration of 3*1016 cm-3 and 6*1016 cm-3 respectively, and 
a p-pillar depth of 5.2 µm is achieved [1]. A comparison of 
normal and narrow width pillars is given where the 
characteristics of the device are altered by changing the width. 
Fig. 1 depicts the schematics used in [1] and [4]. 

 

Fig. 1 Schematic diagrams of super junction SiC devices. (a) Normal 
width (b) Narrow width (adapted from [1]and [4] ) 

 With the epitaxial growth of 3C-SiC on Si, a device can be 
fabricated that has both an n-doped Silicon pillar and a p-doped 
3C-SiC pillar, which is uncommon in a conventional SJ 
MOSFET. However, building the p-doped 3C-SiC pillar 
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requires a separate challenging chemical deposition process at 
low pressures[3]. A variation vertical doping (VVD) profile with 
epitaxial growth is an alternative method of forming SJ 
structures [2].  In this design, instead of using a single highly 
doped n-pillar, it is partitioned into three columns with 
increasing doping concentration as they approach the substrate 
layer. When the p-pillar is divided into smaller parts, however, 
the doping concentration decreases with increasing proximity to 
the substrate layer. Apart from epitaxial growth, a method of 
trench etching with sidewall implantation can be implemented 
[5]. The method has been applied to devise a junction field effect 
transistor (JFET). The manufacturing flow for this device is 
given in Fig. 2. The cost of manufacturing was found to be 
reduced when the multi-epitaxial growth is not implemented. 

 

Fig. 2 Fabrication process of JFET using trench etching with sidewall 
implantation (adapted from [5]) 

 The electrical characteristics (static and dynamic) of the 
device are affected due to changes made to the geometry, doping 
concentration, and thickness of the pillars/layers inside the 
device. To observe these effects, simulations and experiments 
are conducted.  

B. Static Characteristics 

 The trade-off between RON,SP, and BV is very important for 
any power device, especially reducing on-resistance while 
maintaining the voltage class and size is desirable. Device 
characteristics of the non-SJ structure, normal pillar width SJ 
structure, narrow pillar width SJ structure, SJ VVD structure, 
and n-Si and p-3C-SiC pillar structure have been discussed in 
[1-4] and [9]. The normal pillar width SJ structure has shown a 
decrease of approximately 13% (from 3.1 mΩcm2 to 
2.7 mΩcm2) in RON,SP at a threshold voltage of 4.0 V, and 1.2 kV 
breakdown voltage when compared to a non-SJ structure [1]. 
Meanwhile when n-Si and p-3C-SiC structures are compared to 
the conventional SJ structure, the RON,SP vs BV is distinct when 
the width a is larger which is undesirable since a smaller device 
with better balanced trade-offs is preferred [3]. The BV was 
found to be highest when NNET < 0, where NNET = ND-(NA-DI/a), 
DI is the interface charge density, a is the width of the device 
and NA and ND are p/n pillars doping concentration, respectively 
[3]. The normal pillar width SJ structure shows good results for 
RON,SP at 25℃, however, it decreases with increasing 
temperature while the narrow pillar width SJ structure has a 
better RON,SP at 175℃ [4]. Nevertheless, the overall 
characteristics of the normal width SJ structure outperforms the 
narrow SJ structure. The I-V characteristics can be used to infer 
the transconductance and subthreshold slope. The SJ VVD 
shows higher transconductance and lower subthreshold slope at 
300 K. This implies lower losses with faster switching [2]. The 
gate charge (QG) is reduced by 10% by using VVD while 
compared to a planar MOSFET [2]. Table Ⅱ compares the RON,SP 
of SiC SJ MOSFET at room temperature (approximately 25℃). 

 

Device RON,SP (mΩcm2) 

Non-SJ Structure at 1.2 kV  3.1 

Normal pillar Width SJ Structure at 1.2 kV 2.7 

Narrow pillar Width SJ Structure at 1.2 kV ≈2.9 

SJ VVD MOSFET at 6.6 kV 6.6 

n-Si and p-3C-SiC structure at 600 V  ≈4.7 

4H-SiC SJ JFET at 1000 V 1.3 

Table Ⅱ RON,SP of various SiC SJ power device 

C.  Dynamic characteristics 

 Switching characteristics mainly concerned with the various 
SiC SJ power devices have been evaluated. The turn-on and 
turn-off switching waveforms are similar in non-SJ and SJ 
devices with normal/narrow pillar widths when the Schottky 
barrier diode is used as a freewheeling diode. Alternatively, 
when an intrinsic body diode is used, turn-on losses in SJ are 
higher than in non-SJ due to a high reverse recovery charge 
(QRR) [1][4]. Meanwhile, an increase in output capacitance 
(COSS) is observed in the normal width SJ structure and it’s 
higher in the narrow width SJ structure; this is due to the high 
doping concentration of n-channel and large p-n junction area.  
The Miller Capacitance or the Reverse Transfer Capacitance 
(CRSS) is an important factor in switching speed. By reducing 
these parameters, better transient characteristics can be 
achieved. The SJ VVD MOSFET shows a turn-off speed of 
350 ns and CRSS of 0.734 aF/m2 compared to 390 ns and 
1.853 aF/m2 of conventional SJ structure respectively, and 
765 ns and 2.856 aF/m2 of non-SJ structure MOSFET 
respectively [2]. The RON,SP * QG figure of merit was observed 
to be the least 5813nC-mΩ compared to the 13641 nC-mΩ of a 
planar MOSFET. Figure 3 demonstrates the turn-off voltage 
transient of SJ VVD MOSFET in conjunction to conventional 
SJ and planar MOSFET. 

 

Fig. 3 Turn off switching characteristics [2] 

 The proposed n-Si and p-3C-SiC structures show 
improvement in electrical oscillations [3]. The reverse recovery 
charge is found to be 10% lower than in a conventional SJ. 
Additionally, the low hole mobility of the 3C-SiC pillar 
contributes to the lower oscillations. A low leakage current is 
observed due to a negligible generation current in the p-3C-SiC 
structure 



III. GALLIUM NITRIDE SUPERJUNCTION 

A. Fabrication and Design 

The common variations in GaN power devices are lateral 
high electron mobility transistor (HEMT), vertical HEMTs, and 
MOSFETs. A GaN device without an AlGaN layer is a 
MOSFET. This paper discusses vertical SJ GaN power devices, 
with a focus on HEMTs. A selective area growth (SAG) and in 
situ dopant implantation during crystal growth can be used to 
fabricate a vertical SJ structure. The device follows the 
conventional SJ structure by replacing the n-GaN pillar with a 
combination of p-pillar and n-pillar of the same doping 
concentration and width [6]. To achieve a positive threshold 
voltage, a p+ GaN layer is stacked on top of the AlGaN layer. A 
composite structure (CS) SJ HEMT can be realized by using 
vertical variation doping in the n-pillar of the SJ structure [11]. 
Figure 4 illustrates the difference between a SJ vertical GaN 
HEMT and a vertical GaN HEMT.  

 

                  (a)               (b) 

Fig. 4 Comparision between SJ structure and non-SJ structure[6] 

By combining an SJ drift region, p+ GaN current blocking 
layers, and 2-DEG carrier channels, a GaN SJ current aperture 
vertical electron transistor (CAVETs) can be formed [7]. A 
normally-off operation without a p-GaN layer stacked on 
AlGaN, is achieved by implementing a dual-gate structure; a 
normally-off MOS channel and a normally-on 2-DEG channel. 
The p+ GaN blocking layer makes sure that the vertical electron 
conduction is confined below the gate electrode. The n+ GaN 
source region provides electrons to the 2DEG channels. 
Alternatively, a GaN vertical SJ fin field effect transistor 
(FinFET) can also be used [7]. The device is accommodated 
with multiple fin channels. These fin channels deplete electrons 
at zero gate bias due to the work function difference between 
gate and GaN. They deplete when shrunk below 500 nm and 
become normally off. On the other hand, when the gate bias is 
increased, the depletion width decreases, and the current 
conduction is dominated by accumulation type MOS channels 
at the fin sidewalls [7]. However, this presents fabrication 
challenges like the etching damage to GaN in regrowth 
technique leading to higher reverse bias leakage and large Mg 
drive-in in ion implantation; this limits the reduction of on-
resistance and impedes on the benefit of small pillar (p and n) 
widths. A lateral polar junction to fabricate a vertical GaN SJ 
device [8][10] can be used to overcome these difficulties. Fig. 5 
depicts the fabrication process of a GaN SJ using a lateral polar 
junction approach.  

 

 

Fig. 5 process flow for GaN SJ using lateral polar junction (LPJ) [8] 

B. Static Characteristics 

 The RON,SP vs BV trade-off, as expected is improved by 
implementing a SJ structure in the existing GaN power device. 
This is done by keeping the same half pillar widths, constant 
1*1016 cm-3 n-pillar doping and changing the p-pillar doping 
which changes the RON,SP. An increase in the p-pillar doping 
would slightly increase the RON,SP[6]. The BV is dependent on 
p-pillar doping; if doping concentration is higher or lower than 
the n-pillar, the BV decreases. However, a small pillar width is 
suitable for a better trade-off [8]. This can be derived from 
equation (1). 

𝑁D ∙ WN = 𝑁A ∙ WP = 1.08 * 1014 ∙𝐵𝑉(-1/6) [cm-2]         (1) 

 Where NA and ND are the doping concentration of n and p-
pillars respectively, and WN and WP are the widths of n and p-
pillars respectively. Equation (2) states the equation to calculate 
an ideal RON,SP:  

                 𝑅𝑂𝑁,𝑆𝑃−𝐼𝐷𝐸𝐴𝐿  =  (
𝐿𝐷

𝑞𝜇𝑛𝑁𝐷
)  ∗  (

𝑊𝑁+𝑊𝑃

𝑊𝑁
)                     (2) 

 When the RON,SP of CAVET and FinFETs is compared, it is 
observed that the FinFETS have a better RON,SP. This is because 
they accommodate more dense carrier channels in the chip area 
when compared to CAVET [7]. The RON,SP can be further 
improved by reducing fin spacing, thus increasing the number 
of carrier channels. This although comes at a higher 
manufacturing cost. In the context of SJs, other resistances like 
substrate resistances must be very low. Failure to achieve this 
would render the reduction of RON,SP useless. Table Ⅲ shows a 
comparison of RON,SP of various GaN SJ concepts. 

Device Ron,sp (mΩcm2) 

GaN SJ HEMT at 12.4 kV [6] 4.2 

GaN SJ FinFET at 1000 V [7] 0.35 

GaN SJ CAVET at 1000 V [7] 0.38 

GaN CS-SJ HEMT at 2570 V [11] 3.47 

GaN special p-pillar SJ HEMT at 2570 V [11] 3.61 

GaN doping pillar SJ HEMT at 2570 V [11] 3.86 

Table Ⅲ RON,SP comparison of various GaN SJ concepts 

The robustness of the SJ structure in GaN vertical HEMT for 
higher breakdown voltage 13.6 kV has also been evaluated. The 
SJ structure manages a RON,SP of 12.24 mΩcm2 as opposed to 



55.1 mΩcm2 of a conventional HEMT [6]. However, a decrease 
in on-state from its off-state BV by 4.5% is observed as 
compared to a decrease of 1.7% in conventional vertical HEMT. 
The charge imbalance during avalanche breakdown showed an 
unfavorable negative dynamic on-resistance [6]. 

C.  Dynamic Characteristics 

 The switching performance of the GaN SJ structure is 
evaluated. The SJ-FinFET and SJ-CAVET show considerably 
lower miller capacitance (CRSS) than their counter non-SJ 
structures. Since, CRSS influence switching losses, it can be 
reduced for better performance. The CRSS is reduced by 23 times 
in SJ-CAVET and by 18 times in SJ-FinFET at a drain to source 
voltage of 1000 V [7]. The overall power loss at 1 MHz, 1.7 kV, 
and 50 A is 400 W for SJ-CAVET and approximately 475 W for 
SJ-FinFET. Table Ⅳ shows the time associated with turning the 
devices on and off.  

Time and Device SJ CAVET SJ FinFET CAVET FINFET 

Total Turn-on (ns) 2.26 2.91 4.41 9.09 

Total Turn-off (ns) 1.63 2.89 5.2 11.35 

Rise time (ns) 1.06 1.47 2.50 6.55 

Fall time (ns) 0.95 1.87 1.10 4.35 

Turn-on delay (ns) 1.2 1.44 1.91 2.54 

Turn-off delay (ns) 0.68 1.02 4.10 7.00 

Table Ⅳ. Switching time of devices (adapted from [7]) 

 The CRSS for the SJ-CAVET is relatively high at low 
voltages, which could be due to the domination of 2-DEG at CGD 
at low drain-source voltages. However, by using a thick gate 
dielectric the CGD can be potentially reduced, but at a cost of 
higher channel resistance and increased gate operation voltage. 
The drain-source voltage is approximately 200 V when the CRSS 
is minimum in GaN SJ HEMT, which is much larger than in Si 
CoolMOS [7]. The gate charges, total gate charge, gate-source 
charge (QGS), and gate-drain charge (QGD) are lower in SJ-
CAVET as compared to SJ-FINFET due to the smaller gate area. 

IV. CHALLENGES 

The super junction concept is efficient in terms of 
performance, achieving a good RON,SP - BV trade-off, but it also 
poses some challenges. The cost of all proposed methods has 
been one of the biggest concerns. The complex and intricate 
doping, and structure of the power devices require high-cost 
manufacturing. Further, both the SiC SJ structure and GaN SJ 
structure exhibit several undesirable effects. The carriers 
injected from the p-n column of SiC SJ MOSFETs have a longer 
life which leads to a higher QRR, which is undesirable. This can 
be observed when the intrinsic body diode of the SiC SJ device 
is used as a freewheeling diode in the third quadrant [1]. Semi-
superjunction designs can potentially improve the robustness of 
GaN SJ HEMTs as well [6]. Additionally, due to charge 
imbalance during avalanche breakdown, GaN SJ HEMTs 
exhibit an unfavorable dynamic on-resistance. If the charge 
balance is not maintained the breakdown voltage in-turn is not 
maintained. This imbalance would cause the BV to drop 
drastically.  

To the author’s best knowledge, the SiC and GaN based 
superjunction devices are not available commercially yet. 
Therefore, analysis of these devices is only done through 
simulations and laboratory experiments. Although, there are 
industrial companies working to make wide-bandgap 
superjunction devices commercially available. Fuji Electrics 
have worked on manufacturing and testing a 4H-SiC 
superjunction MOSFETs as an application in inverter circuits 
[13]. 

The literature discussed in this brief suggests that GaN SJ 
devices are likely to perform better than SiC SJ devices for 
higher breakdown voltages (greater than 3.3 kV-class BV). 
There is RON,SP of 4.2 mΩcm2  for GaN SJ HEMTs at 12.4 kV 
voltage class when compared to the RON,SP  of 3.3 mΩcm2 for 
SiC SJ MOSFETs at 3.3 kV voltage class[6][12]. Furthermore, 
the advantages of superjunction structure are distinct in higher 
temperature operation of the device. 

V. CONCLUSION 

 This paper gives a detailed review of the wide-bandgap 
semiconductor superjunction power devices. The fabrication 
process, electrical characteristics, and dependence of various 
parameters on device properties have been shown. The SiC and 
GaN-based power devices can benefit massively from the 
superjunction concept. The advantages can be seen more 
prominently in higher temperature applications. They have some 
major challenges such as sensitivity to charge imbalances, 
reverse recovery charges, and costly manufacturing. Although, 
the improved RON, SP vs BV trade-off, faster switching, and 
reduced switching losses make such power devices a compelling 
argument for manufacturing and making them commercially 
available.  
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Abstract—Efficiency and power density are two substantially at
odds critical performance indicators that must be simultaneously
maximized in power converter design and layout. A stimulative
technique is preferred to achieve design goals within the provided
boundary conditions, such as the maximum junction and case
temperature, maximum volume, because an optimization with
hardware iterations is quite laborious and expensive. Artificial
intelligence has recently been utilized to significantly reduce
simulation effort and accomplish optimization with realistic time-
effort through the application of genetic algorithms and ant
swarm populations.

This paper outlines utilization of genetic algorithms and ant
colony optimization in design optimization, in addition to that
Comparison of different algorithms and their advantages with
respect to classical methods and Reviewing the different subtopics
of power converters in which the use of artificial intelligence.

Index Terms—Metaheuristic methods, optimization methods,
power converter, genetic algorithm, ant colony optimization.

I. INTRODUCTION

Optimization is a procedure that is essential to day-to-day
existence. In its most basic form, it can be understood as the
method of determining how to use resources most effectively
while also abiding by any potential limits. There are various
steps in the optimization process: Mathematically define the
system, list the variables and the requirements they must meet,
list the system’s properties, and then look for the system of
state that is, the variable values—that produces the desired
properties, either maximum or minimum.

Many methods have been carried out put out over the
years for optimization. The majority of strategies have basis
of established techniques, including sequential unconstrained
minimization, augmented Lagrangian, Newton-Raphson (NR),
successive quadratic programming, steepest descent, dynamic
and integer programming, and stochastic Newton optimization.

Traditional techniques, such nonlinear and linear program-
ming, are effective strategies that can be applied to address
specific optimization issues in power system applications.
These methods do not work well to handle complex op-
timization issues, which is a disadvantage. More advanced
optimization strategies that get around the drawbacks of tra-
ditional approaches must be utilized as the complexity of the
problem rises, especially when the addition of uncertainties
on the system. This objective has guided the development of
metaheuristic techniques.

Natural selection and social adaptation drive metaheuristic
strategies to mimic the best aspects of nature. It is basic
properties and advantage, Roli and Blum, Boussa¨ıd et al., and
Dreo´ et al., among many others. [1] [2] [3] [4] respectively.

Alternatively, a collection of solutions are used in
population-based algorithms (that is, a population of
solutions). An iterative procedure is used to increase the
initial population after it is formed randomly. A new
generation is created after each iteration when some members
of the population are replaced with freshly created individuals
(typically those whose traits are more suited to the issue
at hand). These methods are known as exploration-oriented
approaches because their primary strength lies in the diversity
of the search domain. [1]

Fig. 1. (Metaheuristics optimization methods classification. [5])

On basis of earlier classifications that have been put forth
in the literature, a condensed classification of the optimization
techniques explored in this study is presented in the Fig. 1.

The goal of a design optimization procedure from the
perspective of power electronics is to fully specify the com-
ponents that will be used to construct a converter in such
a way that its values, dimensions, operating frequency, etc.,
will result in the minimization (or maximization, depending
on their nature) of a given characteristic previously defined
by the designer (for example, power losses, power density,
THD, etc.), while simultaneously satisfying the design-specific
requirements. [6].
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Table (1) Advantages and Limitations

Type Algorithms Implementation
Simplicity

Global
Convergence

Convergence
Speed

Parallel
Capability Exemplary Applications

Population
based

method

Praticle swarm
optimization(PSO) Inferior (+) Superior (+++) Inferior (+) YES Design, Control

Maintenance

Genetic Algorithm
(GO) Inferior (+) Superior (+++) Inferior (+) YES Design, Control

Maintenance

Ant colony
optimization(ACO) Intermediate (++) Intermediate (++) Intermediate (++) YES Design, Control

Differential
evolutionary(DE) Intermediate (++) Superior (+++) Intermediate (++) YES Control

Immune Algorithm
(IO) Intermediate (++) Intermediate (++) Intermediate (++) YES Control

Trajectory
based
method

Tabu search
method Superior (+++) Inferior (+) Superior (+++) NO Design

Simulated
annealing method Superior (+++) Superior (+++) Superior (+++) NO Control

II. METAHEURISTICS METHODS

Once the optimization objective for a given application
has been stated, the best solution can be found using ei-
ther a nondeterministic programming method, such as the
metaheuristic method, or a deterministic programming method
(such as linear or quadratic programming). The intricacy of
the majority of the optimization jobs in power electronics
makes it difficult for deterministic programming techniques to
calculate the gradient and Hessian matrices [9]. For a variety of
optimization tasks, metaheuristic approaches act as a general
end-to-end tool that requires less specialized knowledge and
is effective and scalable. [8]

The metaheuristic techniques can be divided into trajectory-
based techniques (such as tabu search method [13], simulated
annealing method [14], etc.) and population-based techniques
(such as genetic algorithm (GA), particle swarm optimiza-
tion (PSO) [15], ACO, differential evolution [16], immune
algorithm (IA) [17], etc.). For the trajectory-based techniques,
there is only one candidate solution included in each explo-
ration step, and it develops into another solution in accordance
with a set of rules. The effectiveness of the approach is mostly
determined by the standard and effectiveness of the rule.
As a result, for non-convex optimization tasks, the ultimate
solution is frequently a local rather than a global solution,
and the convergence speed of the trajectory-based approaches
is typically slow. Multiple candidate solutions are created at
random for the population-based techniques. They are more
effective for large-scale optimization tasks than trajectory-
based approaches and have faster convergence rates and global
searching capabilities. However, population-based approaches
have a heavier computing requirement. For online application
scenarios where effectiveness and speed are crucial, this dif-
ficulty must be taken into account.

A list of power electronics-related metaheuristic techniques,
together with their benefits and drawbacks, is presented in
Table I. In terms of a number of crucial characteristics, such as
implementation ease, global convergence, convergence speed,

and parallelism, these metaheuristic algorithms are qualita-
tively compared. It is important to note that choosing the
optimum strategy is a difficult undertaking that depends on the
application. Since they serve as the foundation and exemplars
for evolutionary algorithms and swarm intelligence algorithms,
respectively, on which several versions are constructed, GA
and PSO are the two metaheuristic techniques most frequently
used in power electronics. According to Table 1, practitioners
might select a method based on its superiority.

A. Genetic Algorithm

Genetic algorithm (GA), one of the metaheuristic optimiza-
tion methods, has been proved to be an effective way to iden-
tify solutions close to the global optimum. GA was invented by
J. H. Holland in the early 1970s as a class of search strategies
inspired by evolutionary biology. It has been used to optimize
particular components in power electronic systems, including
system controllers [11], modulation schemes [17], component
value optimization [18], and battery chargers [18]. It is less
reliant on the initial guess.

The GA-optimized values for the circuits, however, are
occasionally not immediately accessible and call for post-
fabrication. For instance, discrete values are used in the
manufacturing of resistors. To create the values that GAs
have optimized, it is occasionally required to link a number
of resistors in series and/or parallel. Additionally, the real
component value would inevitably deviate somewhat from its
nominal values due to component tolerance. A GA optimizer
works on a coding of the parameters rather than the parameters
themselves. It carries out the ensuing actions in order.

B. Ant colony optimization (ACO)

Paths via graphs are often searched using ant colony op-
timization (ACO). The idea is based on modeling how ants
navigate their way from the colony to food. Its searching
algorithm can be used to optimize electrical circuits that in-
clude discrete-valued components like resistors and capacitors.
However, inductors and other components with continuous



values are typically found in power electronic circuits (PECs).
As a result, straight use of the conventional ACO algorithm is
not possible.Combinatorial optimization issues like traveling
salesman problems, data mining, network routing, and con-
troller design are solved using a multiagent approach. ACO is
increasingly being used in electrical engineering projects like
load-flow studies and developing power distribution systems
[18].

III. DIFFERENT SUBTOPICS OF POWER CONVERTERS IN
WHICH PEOPLE USED ARTIFICIAL INTELLIGENCE

A. Control Tuning

Constrained optimization techniques based on evolutionary
computation algorithms have been used to tackle the estima-
tion of self-tuning parameters for inverter controllers. These
techniques can offer real-time response, a crucial component
that enhances the quality of the power in grid-connected
systems. [19]. The system load current is evenly distributed
among the converters, and the system efficiency is low, espe-
cially at low- and medium-load circumstances. Lexuan et al.
[19] offer an optimization approach for enhancing operating
efficiency of a paralleled dc-dc converter system.

The system’s virtual resistances serve as decision variables,
and the aim function is to minimize the system’s overall con-
version losses. To change the ratio of converters exchanging
power, a virtual resistance shifting technique is suggested.
In order to increase system efficiency, a hierarchical control
concept is used, where the droop method (” The so-called
droop control is to select the frequency droop characteristic
curve (Droop Character) similar to the traditional generator
as the micro-source control method, that is, to obtain stable
frequency and voltage through P/f droop control and Q/V
droop control respectively ”) is used on top of the primary
control level, voltage secondary control is in charge of voltage
deviation restoration, smoothing higher level regulation, and a
GA is implemented in the tertiary level to search for the op-
timal sharing ratio. The best adjustment of virtual resistances
can be made online because the bandwidth of optimization
control is typically significantly smaller than that of inner
loops and droop controller. [5]

anabria and Garzon [20] describe the multiobjective op-
timization of a fuzzy controller in a buck converter. The
objective functions are the steady-state error ess , and the
ripple factor Fr. The goals is to achieve a step response
satisfying the constraints (ess ≤ 3%)and(Fr ≤ 3%).

The duty cycle, which is regarded as a decision variable,
is what the controller architecture aims to ascertain. In order
to ensure that the buck converter is set at the required value
or a value that is close to the set point, the fuzzy controller
modifies the duty cycle.

The non-dominated sorting genetic algorithm II was used
for the optimization since it uses fewer computer resources
and is appropriate for online applications. Fig.4 shows the
step response of the converter, before and after tuning (with
ess = 2.0684% and Fr = 1.784%). A grid-connected inverter
must exhibit the fewest frequency fluctuations possible in order

Fig. 2. (Comparison of the buck converter to step response. Blue: before
tuning. Red: after tuning. [19])

to avoid affecting the active power transferred, the control
system’s equilibrium point, or the power flow equilibrium.

Applying a differential evolution-based optimization ap-
proach, as described in [20], can significantly improve the
system’s dynamic reactivity. It is possible to assure system
stability with a short settling time by adjusting the slopes of
the Pw and Q-V curves. The two decision variables, kv and
kp, respectively, determine the slope of the curves Q-V and
Pw. Differential Evolution satisfies a number of criteria, which
makes it a desirable method. First, regardless of the original
population decision, the solutions eventually reach a global
maximum. Second, the algorithm’s convergence rate enables
its implementation in online applications. According to [20],
the PSO methodology has also been used to find the best
controller values. Additionally, the suggested control solutions
efficiently reduce current harmonic distortion, resulting in
THD values for grid-connected inverters that are substantially
below the 5 percent limit imposed by standard IEEE 1547..

The optimization of a PI voltage controller (decision vari-
able being the proportional and integral gains kpv and ki
respectively) as well as a PI current controller (with kpc
and kIc as decision variables) in a microgrid application is
described by Hassan and Abido in [21]. As a constrained
problem, the optimization is handled and includes limitations
for the choice variables’ upper and lower limits.

Several runs in the autonomous and grid-connected modes
were conducted in order to evaluate the resilience of the
suggested controllers under various scenarios. To show the
efficiency of the suggested design method, several disruptions
were used. The step change in the reference power was
employed in the grid-connected mode to evaluate the sys-
tem’s capacity to follow this reference power. Nonlinear time-
domain simulations and eigenvalue analysis were both used
to examine the stability of the system. Step change and fault



Fig. 3. (Voltage THD obtained. Case 1: Based on trial and error method, and
case 2: based on the BFO algorithm. [22])

disturbances were employed in the autonomous mode to test
the system’s stability. The outcomes support the usefulness of
the suggested PSO-based method for PI controller parameter
optimization. The proposed PSO technique’s robustness in
relation to its initial hypothesis has been proven.

A BFO algorithm is used in [22] to tune the controllers
while adhering to grid interconnection regulations and reduc-
ing voltage and current harmonic distortions. When a trial-
and-error tuning technique is compared to the BFO algorithm,
the later one offers a lower voltage THD, as seen in Fig. 03.

A metaheuristic algorithm will typically struggle to con-
verge to an appropriate value in a reasonable amount of
time given the computing capacity of today’s computers. The
metaheuristic algorithm must offer a suitable control signal
for each control moment in the case of a controller. The
population’s behavior might still be subpar if evolution has
just taken place over a few generations. Parallel computing is
a very helpful tool for overcoming these difficulties.

B. Automated Heatsink Optimization for Air-Cooled Power
Semiconductor Modules

For improving power density and reliability of power
semiconductor modules, heat-sink design is essential. In this
letter, a genetic algorithm- and finite element-based automated
design and optimization methodology for air-cooled heatsinks
is given. The fitness function of each heatsink, or junction
temperature of semiconductor devices, is evaluated using finite
element analysis while the genetic algorithm creates a popu-
lation of candidates with complicated heatsink cross-section
shape in each iteration. For the purpose of evaluating thermal
performance, the optimal heatsink is constructed using three-
dimensional printing technology. Based on a 50-kW three-
phase air-cooled inverter with the manufactured heatsinks,
simulation and experimental assessments have been carried
out. The comparative evaluation results show that the opti-
mized heat-sink is superior over a customized solution by 27%
less in size and 6% lower in junction temperature. [23]

The simulation results using the suggested design method-
ology converge to the heatsink illustrated in Fig. 4 with the
highest junction temperature of 106.29 °C after a total compu-
tation time of 135 h. The second-stage optimized heatsink is
produced using the first stage’s findings. The image illustrates

Fig. 4. (Optimization results using the proposed approach. [23])

how further minor adjustments are made as well as a reduction
in wall thickness in the center. A reduced maximum junction
temperature of 102.1 °C is consequently attained. [23]

IV. CONCLUSION

The metaheuristic algorithms that are relevant to the study
of power converter development have been introduced in this
survey, along with a discussion of their benefits over more
traditional approaches. The survey only represents a portion
of the available literature in terms of the number of citations.
However, the optimization cases discussed in this work are
representative of the wide range of power converter-related
subjects where metaheuristic algorithms have demonstrated
their effectiveness and profitability.

THD reduction, harmonics elimination, and efficiency max-
imization have all gotten greater attention than other areas,
according to a survey of the literature on power converter
optimization. Other topics, like dependability optimization,
haven’t been fully investigated despite their importance. The
bulk of publications describe offline optimization techniques
that produce positive outcomes. Due to the considerable com-
putational effort frequently needed to ensure that the parame-
ters are available when needed, online optimization employing
metaheuristic algorithms is typically fairly uncommon to date.

In numerous power electronics applications, the benefits
of metaheuristic optimization methods—including GA, PSO,
ACO, BFO, and BA—over traditional optimization techniques
have been well shown. It should be noted, however, that
choosing the appropriate metaheuristic approach is not an
easy task because the outcomes depend on the objective
function chosen and the specific application needs. Numerous
optimization issues in the field of power electronics are inher-
ently complicated, and finding answers necessitates significant
computational effort.

The augmented Lagrangian, dynamic programming, linear
and integer programming, among other traditional optimiza-
tion techniques, can be used to find optimal solutions. Al-
though these methods are exceedingly time-consuming when
handling complicated and dynamic issues (such as large-
dimension search spaces, scarcely confined problems, multi-
modal and time-varying problems), they are frequently inef-
fective in practice. As a result, they offer numerical precision
of the findings and computational efficiency. In contrast,
metaheuristic optimization methods enable the computation of
suboptimal or optimal solutions in a suitable execution time.



Metaheuristic approaches also have the benefit of being
generic, so they may be utilized as ”black boxes” and don’t
need to be fine-tuned for every problem.

V. FUTURE PERSPECTIVES
The use of metaheuristic algorithms in power electronics is

fundamentally linked to broader advancements in the study of
the theory and applications of metaheuristic algorithms. As
a result of metaheuristics’ general character, advancements
in industries including banking, engineering, logistics, and
transportation have been put to the test and have produced
positive outcomes in power electronics applications. But even
though it is a developing field of study, the research on
metaheuristic algorithms used in power converter design is
still quite young.

The availability of low-cost, high-performance computer
architectures is essential for maximizing the potential of these
algorithms because they will improve the effectiveness and
caliber of the results obtained for offline optimization and help
to overcome the limitations of online applications that involve
instantaneous decisions (e.g., fractions of a second). The
extensive application of metaheuristic optimization techniques
in online optimization has been significantly hampered by their
high computing cost. Parallelization can speed up computa-
tions for optimization utilizing the GA, however as suggested
in [24], the computational cost can only be decreased by
limiting the number of function evaluations.

Numerous optimization issues in the field of power elec-
tronics sometimes involve several objectives, necessitating the
use of sophisticated models to faithfully capture the case’s
actual circumstances. Therefore, a common method for solving
problems is the hybridization of metaheuristic algorithms,
which combines the advantageous aspects of many algorithms
to lessen their particular flaws. A significant topic for future
research is the hybridization of metaheuristic algorithms.
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Abstract— To simulate a power converter, various aspects like 

its electrical and thermal properties have to be considered. This 

paper gives an overview of the virtual prototyping process of a 

power converter. Also, modelling approaches like numerical 

methods and equivalent circuit methods are discussed briefly. It is 

seen that Model Order Reduction (MOR) techniques reduce the 

mesh size of a model without reducing its accuracy which helps in 

faster simulation. Finally, the ρ-η Pareto optimization technique is 

discussed which presents the need of finding a trade-off between 

power density and efficiency of a power module. 

Keywords—Virtual Prototyping, Multi-Physics, Multi-Domain, 

Simulation tools, Power converters, Model Order Reduction, Pareto 

Optimization 

I. INTRODUCTION 

A power electronic device is usually made up of materials like 

Si, SiC or GaN. The converter circuit along with its driving 

circuit comprises elements like a switching device, capacitors, 

inductors, a double-bonded copper layer, and a heatsink. When 

designing a physical prototype of a structure like this, 

parameters like material properties, geometrical design and 

components have to be considered. The prototype is then tested 

for different conditions and specifications. If a specific 

requirement is not getting fulfilled, the respective changes are 

made to the design and the whole process is repeated. This 

process drains a lot of time, money and human efforts. Virtual 

prototyping is an easy and affordable solution where a power 

electronic system can be built on a simulation tool. This tool 

would, ideally, evaluate the performance of the prospective 

design and analyze its behaviour in electrical, thermal, 

magnetic, and mechanical domains without any errors [1]. This 

process is often referred to as ‘Multi-Domain Simulation’. The 

near-perfect virtual prototype, in reality, is obtained by an 

iterative process with design changes made in each iteration so 

that the obtained simulation results are much closer to the 

desired results. Figure 1 shows the flowchart of a virtual 

prototyping process.  

However, there are a few barriers to achieving the above-

mentioned ideal conditions. The time taken in electrical domain 

simulation – nanoseconds, microseconds – is very less when 

compared to the time taken in the thermal domain simulations 

(seconds and minutes) because the thermal model takes longer 

to reach the steady state operation [2]. Moreover, not every 

simulation tool is perfect for evaluating all the parameters. 

Some are better at calculating the electrical parasitic, while 

others focus more on thermal or electromagnetic 

characteristics. The predominant way to find a solution to both 

problems is interfacing. To explain the concept of interfacing 

in a simpler way, consider X, Y, and Z to be the three different 

simulation tools. 

 

 
Fig.1 – The basic structure of the virtual prototyping process [7] 

 

Let us assume that electrical properties are analyzed in X, 

thermal properties are analyzed in Y and magnetic properties 

are analyzed in Z. Now, to get the combination of all the results 

in a single simulation tool, results obtained in X and Z are 

coupled into Y and finally, all the performance and 

characteristics of the device in each domain can be observed in 

Y. This method has proven to be very helpful in designing and 

evaluating the power electronic structures. Though the error 

between the virtual and physical prototype has reduced 

compared to the past, the high simulation time and accuracy are 

still a concern. 

The other barrier to virtual prototyping of power electronic 

modules is finding the optimum trade-off between the power 

density of the module and its efficiency [3]. The increasing 

power density of a power module is very important as research 

today is focusing more on reducing the size of electronic 

components while maintaining the power handling capacity of 

the module. However, losses due to various aspects (switching 

and conduction losses, parasitic losses and thermal losses) 

should also be reduced to increase efficiency. However, these 

two parameters are conflicting with each other as one gets 

decreased if we try to increase the other parameter. Hence, to 

maintain the balance between the two of them, Pareto 

optimization is done. This gives a range of efficient models 

among which a user can select a model according to his 

application. 

The paper is divided in such a way that first, the virtual 

prototyping process of the power electronic module is 

discussed. This paper majorly focuses on electrical and thermal 

models. Simultaneously, model order reduction techniques are 

discussed which are used to make the models lighter in size and 
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faster to simulate. Finally, the concept of Pareto optimization is 

understood and a few examples are discussed. 

II. VIRTUAL PROTOTYPING PROCESS 

A. Modelling Approaches 

For any power module to be modelled, an initially desired 

design geometry is prepared. This design geometry can be 

modularized in various ways. A classification of all the methods 

is done as shown in figure 2. 

A design geometry can be of two ways: physical model and 

behavioural model. The physical model represents the internal 

structure and physical processes of the device. The drawbacks 

of this model are it is very complex and its simulation time is 

very high. On the other hand, a behavioural model can be used 

to represent the electrical and thermal behaviour of the device. 

It is very flexible and easy to implement in a simulation tool. 

Moreover, this model can be used to represent passive and 

active device driver circuits. 

 

 
Fig.2 – Classification of modelling methods 

 

The behavioural models can be divided into three types: 

analytical solutions, numerical methods and equivalent circuit 

methods [4]. In general, analytical solutions are possible with 

only a limited set of simple geometries, like cubes and cuboids. 

Whereas numerical methods can analyse any geometry. 

Additionally, it can reflect information on any geometry and 

layout. A few examples of this method are the Finite Difference 

Method (FDM), Finite Element Method (FEM), Partial 

Element Equivalent Circuit (PEEC), Computational Fluid 

Dynamics (CFD) and many more. These methods, to start with, 

translates the basic parameters of the device such as geometry 

and construction materials into an equivalent mathematical 

model. This is done by the concept called spatial discretization 

(meshing) which generates a huge number of equations, each 

for a discretized element. These equations when solved give the 

behaviour of the respective element. The advantage of this 

process is we tend to get more accurate results as we increase 

the mesh size. However, solving these large number of 

equations along with providing accurate detailed results is very 

challenging. The simulation time and computational costs are 

very high while modelling a large system with an iterative 

design and optimization process.  

The third type of modelling is equivalent circuit methods. This 

method is used to represent the design in terms of basic 

electrical elements such as resistances, capacitances, ideal 

voltage source, ideal current source, etc. This can be used to 

represent electrical as well as thermal models. Equivalent 

circuit methods are of two types: empirical and physical. In 

empirical methods, the values of resistances and capacitances 

are obtained by applying curve fitting to the waveforms which 

are generated from an experimental test performed on the 

power device or from the waveforms provided in the datasheet 

of the specific semiconductor device or power module. This 

method is only helpful in analysing the fixed systems and hence 

cannot be used for iterative design optimization. Whereas, in 

the physical equivalent circuit method, usually called as 

Lumped Parameter Model (LPM), the values of resistances and 

capacitances are obtained from the geometrical data and 

material properties. The LPM also has two classifications: the 

unmeshed-based and meshed-based LPM. The unmeshed-

based method is fast to calculate but this model can’t be used 

for describing the geometry and layout of complex power 

electronic systems, their hotspot temperature and location. By 

using the mesh-based LPM (MLPM), the above drawbacks can 

be removed. This method is also a numerical method where the 

meshing concept is applied to the research object. Later, every 

element is represented by a subcircuit which is then connected 

to form the network for the whole system. 

B. Model Order Reduction (MOR) Method 

Although the models obtained from the above methods can be 

accurate according to the application, these models are very 

time-consuming to simulate due to their bulky size. This poses 

a difficulty for simulating static as well as dynamic simulations. 

Initially, while simulating a static model, finding the solution 

for each equation is very time-consuming. In addition to that, 

when the dynamic model is considered, the same simulation 

done for the static model is done here but for each time stamp. 

This not only increases the time but also the size of the total 

data being recorded as data is being recorded for each time 

stamp. Moreover, the computational cost and effort are huge. 

Model order reduction is a technique used to reduce the size of 

the simulated model so that the duration of simulation reduces 

along with maintaining the accuracy of the obtained model [5]. 

This technique is applied to a model which is generated by a 

numerical method using the process of discretisation. 

Considering the obtained model contains n equations, the 

reduced order model will contain m equations, where the value 

of m will be very less than the value of n. This reduction does 

not affect the accuracy of the system and full spatial post-

processing is maintained. To achieve this reduced order model, 

Krylov subspace-based algorithms are used because these 

algorithms ensure the speed and reliability of the system. 

The above concept can be explained in a better way using the 

thermal aspect of a power module [6]. Once the thermal model 

is designed using a suitable numerical method, its respective 

equations can be reduced to the given following equation 1. 

 

[

𝑇1
𝑇2
…
𝑇𝑛

] =  [

𝐴11 𝐴12 … 𝐴1𝑛
𝐴21 𝐴22 … 𝐴2𝑛

… … … …
𝐴𝑛1 𝐴𝑛2 … 𝐴𝑛𝑛

] . [

𝑃1
𝑃2
…

𝑃𝑛

] + 𝑇𝑎𝑚𝑏 

 

(1) 
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where the elements Aij represents the thermal transfer function 

between i and j, Pi represents the loss of power at point i, Tamb 

represents the ambient temperature and Ti represents the 

temperature at selected point i. This expression, which 

evaluates the temperature only at selected points, would still 

give similar results compared to that of temperature values 

obtained through an unreduced model. 

The Krylov subspace-based algorithms are of various types. 

Block Arnoldi algorithm is one of them [1]. This algorithm 

reduces the number of states drastically but retains the same 

inputs and outputs. In this method, the original matrix is 

available to allow re-interpolation of any original nodal value, 

giving us the approximation for values like temperature or heat 

flux from the reduced model. One of the main advantages is that 

the volume of the data that is stored for each time step is 

reduced by a factor of order 103 – 104. PRIMA is another type 

of algorithm which is based on the Block Arnoldi algorithm but 

it is modified such that it can assure the stable and passive 

reduced order model. 

After the reduced model is generated for electrical and thermal 

models, it is then solved at a different time constant and then 

later coupled with each other. Here, the concept of a solver 

comes into focus. There are various types of solvers used for 

different scenarios and models. Some of the solvers include 

Successive Order Relaxation (SOR), and the KLU method. This 

paper does not delve into the concepts of the solver. 

C. Electrical and Thermal Models 

In this section, we are going to see a few electro-parasitic 

models and thermal models which have been designed based on 

the concepts mentioned above. To obtain the desired model out 

of the design geometry, there are numerous methods through 

which this can be done. One such method is discussed in [7], 

where a modelling hierarchy is followed to obtain the electrical 

and thermal models. Later, FDM and PEEC methods were used 

to generate the state space model for the electrical and thermal 

domains, respectively. The essential point to be noted is that 

this method uses the Block Arnoldi algorithm for obtaining 

reduced order thermal model which reduced the mesh size by 

1,750 times. Similarly, PRIMA was used to obtain the reduced 

order electrical model and the mesh size was reduced by 

approximately 88 times. Moreover, despite the drastic 

reduction in the size of the model, the simulated values of the 

load current and temperature were found to be in good 

agreement with the measured values. Figure 3 shows an 

example of the layout of mesh generated for thermal analysis of 

the design. 

Simulation of power electronic systems means simulation of 

not just the parasitic element effect and thermal effect, but also 

the simulation of a power semiconductor device. In [5], the 

modelling of SiC-JFET is discussed along with MOR. The 

modelling of a unipolar power transistor is modelled with 

equivalent circuit parameters as shown in figure 4. To model 

the static behaviour, forward static characteristics are 

represented by current source Gch which is controlled by both 

voltages Vds and Vgs. A non-linear resistor Rbd and a constant 

resistor Rbds are used to represent the body diode. For  

 
Fig. 3 – Typical mesh generated for thermal design containing 40,932 

elements [1] 

modelling dynamic behaviour, the three non-linear 

capacitances Cgd, Cds, and Cgs are used and these capacitances 

are dependent on the voltage across them. The MOR technique 

reduces 723 equations down to 23 equations and hence 

improves the simulation speed. 

 
Fig. 4 – Modelling of a transistor [5] 

 

In [8], a T-type LPM is used to model the 3D structure of a 

power module. In the given T network, the connection of 

thermal resistances as shown in figure 5 represents the heat 

propagation path. Only conduction and convection heat transfer 

mechanisms are being replicated through this model. Along 

with the modelling of conduction and convection parameters, 

few conclusions can be drawn in the favour of LPM from this 

paper. 

 
Fig. 5 – LPM for 3- dimensional heat transfer [8] 

 

The duration for obtaining analytical solutions of LPM does not 

depend on the mesh size. Moreover, when this method is 

compared with CFD, the simulation speed is found to be much 

faster along with the value of convection heat transfer 

coefficient under acceptable error limits. 

In [4], a similar method as mentioned above is used for thermal 

analysis and modelling. However, this paper compares two and 

three resistors' thermal networks and states that the two 

resistors' thermal network is accurate only when there is no 
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internal heat generation, i.e., q=0. The capacitor in figure 5 

predicts transient state temperature response which shows the 

energy storing ability of the solid materials. The author then 

states MLPM is better than FDM as its approach is more 

defined for thermal applications along with more accurate 

results with a smaller number of meshes. 

III. PARETO OPTIMIZATION 

The transistors and diodes made of semiconductor material 

constitute the part of the power converter module along with its 

circuit which has other elements like capacitors, inductors, a 

heat sink, and the board which accommodates all these 

elements. If we arrange these elements spatially, we can ensure 

minimum electromagnetic interference between the devices. 

This arrangement provides an extra benefit as all the 

components and the power device are properly ventilated, 

reducing the heating tendency of the device and tending to 

reduce losses. However, this leads to more volume of the 

structure and in turn reduces the power density (ρ) i.e., the 

power per unit volume. Along with that, the overall cost of 

manufacturing also increases. 

Now, if we try to increase the power density of the module by 

using smaller components of better material and stacking up the 

elements close to each other, this will increase the power 

handling capacity per unit volume. However, losses will rise 

due to electromagnetic interference between the components 

due to switching transients and overheating of the device due to 

non-uniform heat propagation. This leads to poor efficiency(η). 

So, ρ and η are the two parameters, of which neither can be 

increased without making the other parameter worse.  

Pareto optimization is an optimizing technique which is used to 

find an optimal solution when there are two or more conflicting 

parameters, as mentioned above. This optimization technique is 

very prominently used for ρ – η optimization. For example, in 

a given particular application, we can determine if we can use 

a single, high current rating switching device which may need 

forced heat propagation methods and consumes less space or 

multiple devices with the lower current rating, used in parallel, 

with less power density and natural heat propagation. As 

mentioned in [9], different values of three parameters namely, 

switching frequency, current zero interval duration and 

transformer volume, are used to obtain various models using a 

flow chart. The efficiency and power density are plotted for 

each obtained model. The Pareto front labelled in figure 6 

shows the set of the most optimized design models where 

neither entity (efficiency or power density) can be increased at 

the cost of the other. 

Similarly, there are various other constraints like input and 

output capacitor thermal constraint, heatsink constraint, system 

dynamic constraint [10], inductance, switching frequency, and 

battery voltage [3] which can be used to obtain the Pareto 

optimal solutions between efficiency and power density of a 

power converter. It is also possible to obtain a three-

dimensional Pareto analysis where total power loss is reduced, 

volume is reduced and reliability is improved [11]. 

This paper deduced the few conflicting trade-off relationships 

like efficiency and reliability are positively correlated,  

 

 
Fig. 6 – Pareto front highlighted in the ηρ-plane [9] 

 

efficiency and power density are negatively correlated and 

reliability and power density are negatively correlated. 

IV. DISCUSSION 

As we have seen various modelling and optimizing methods for 

simulating a power converter, these methods will need deeper 

understanding and application when it comes to the simulation 

of power converters involving wide band-gap semiconductors. 

This is because the WBG devices have higher temperature 

handling capacity and their switching transients are very fast. 

Hence, the modelling of dV/dt, dI/dt characteristics and thermo-

mechanical characteristics require a deeper insight. In addition 

to that, it is also equally important to make interfacing of 

models among different simulation tools user-friendly. In 

future, we can expect a single tool to be capable of performing 

a simulation of multiple domains such that the need for 

interfacing is reduced. 

V. CONCLUSION 

In this paper, we learnt about power converters modelling 

approaches like numerical methods and equivalent circuit 

methods have been discussed. We identified and understood 

briefly about making the above-mentioned methods time-

efficient and lighter in size through model order reduction 

techniques. We further observed that the LPM method is more 

accurate and faster than FDM and CFD methods for thermal 

domain simulations. Lastly, we found that it is very important 

to find the right trade-off between power density and efficiency 

to reduce losses and costs. The study about modelling in WBG 

devices can be extended in future. 
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Abstract—Soft switching is utilized in order to reduce the
switching losses to a great extent as well as to increase the
energy density of the power electronic system. Wide bandgap
semiconductors require new experimental methods to character-
ize soft switching losses as the conventional double pulse test
fails to measure soft switching losses accurately because of mea-
surement limitations. Calorimetric methods are very accurate for
measuring soft switching losses as compared to the conventional
double pulse test. But in order to measure the switching losses
accurately using calorimetric methods, the thermal system with
all the parasitic influences should be properly modeled to get the
most accurate switching losses. This work gives a review of state-
of-the-art calorimetric characterization techniques; furthermore,
different parasitic influences and their impacts on soft switching
are discussed.

Index Terms—wide band gap semiconductors, soft-switching,
zero voltage switching, calorimetric measurements.

I. INTRODUCTION

The wide bandgap semiconductors are gaining more and
more importance due to their high switching frequencies, slew
rates, lower losses, and very compact device configurations.
The Jhonson figure of merit of wide bandgap semiconductors
is high compared to silicon, which shows that the semicon-
ductor can be made fast and can still maintain its break-
down voltage. Soft switching techniques have greatly reduced
losses (ideally to zero) as only the charging and discharg-
ing of the output capacitance Coss contributes to switching
losses [1]. Soft switching losses are challenging to model
mathematically as they are very much dependent upon the
employed gate driver and the PCB layout. The well-known and
widely accepted double pulse test fails to measure switching
losses because the accuracy and frequency behavior of current
and voltage probes prevent accurate measurement [2]. Minor
deskew causes a significant error in the measurement results.
The calorimetric measurement methods [2]–[11] are the alter-
natives to the electrical measurement methods. They measure
the switching losses with high accuracy with only 12-15 % [9]
error depending upon the setup. The major challenge is the
high time requirement to perform the test. Other challenges

include the separation of conduction and switching losses as
on-resistance (Rds,on) varies with temperature; the losses must
be symmetrically distributed between the low and high sides;
and proper temperature monitoring as the ambient temperature
changes over time.

Calorimetric methods very much depend upon the thermal
model of the system, so it becomes very crucial to design
such a thermal model in which every heat dissipated parasitic
element is included. The contribution of various parasitic
elements in soft switching depends upon the specific setup,
but the main common and major influences which can be
present in most of the setups are kink current [12], [13], Gate
resistance, switchnode capacitance [13], parasitic capacitance
[14], Dead time shift [14]. The analytical relationship of these
influences with respect to the temperature is to be modeled so
that the loss measurement can be accurate. Apart from this, the
temperature measuring sensor should be as close as possible,
but this can add more parasitic influences. For example, it can
sense heat from the driver circuit. And also, the errors from
the sensor amplifier and analog to digital converter used during
measurements should also be considered.

II. STATE-OF-THE-ART CALORIMETRIC
CHARACTERIZATION TECHNIQUES

The calorimetric measurement method essentially focuses
on measuring the total power losses, which the device under
test(DUT) dissipates as heat during the operation. This heat
results in a temperature rise surrounding the DUT, and this
temperature rise is an indication of the total power losses of the
DUT if the heat is completely absorbed by the coolant, such
as metal in the case of the Cth calibrated method. In general,
calorimetric methods can be classified into two subcategories,
i.e., steady state methods [3]–[7] and Transient methods [1],
[8]–[11] and transient methods are further classified as Zth

[10] and Cth [8], [9] methods as shown in Fig.1. In the steady
state methods such as the Air-flow method [3], the setup
is operated until the thermal steady state is reached, which
takes more time as compared to the transient calorimetric
methods. On the other hand, transient methods analyzes the
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Fig. 1. Classification of Calorimetric methods

thermal dynamics such as thermal step response during turn
on and turn off pulse, this increases the level of complexity for
transient methods but offers reduced times and almost the same
accuracy in comparison. The transient calorimetric methods
have evolved over the years due to their shorter measurement
times. The Cth calibrated method is one of the most widely
used method.

A. Comparision of Different Calorimetric Methods

Different calorimetric methods can be compared based on
various properties such as measurement time, cooling time,
and accuracy of the measured losses. The Steady State Air
flow method [3] has overall shown good accuracy, but the
measuring times are almost 20–25 minutes, which is way more
compared to the Zth calibrated method. The Cth method(as
described in [8], [9]) takes into account the heating of the
heat capacity caused by the switching operation. A large metal
block is used in the Cth method, as shown in the cross-section
in Fig. 2(a), in order to linearize with the known caliberation
curves, which increases the measurement time. In the Zth

method (as described in [10]), the heat capacity is smaller in
comparison and also the placement of the temperature sensor
is not in the metal block but it is placed on the silicon pad of
the PCB as shown in the cross-section in Fig. 2(b). The Cth

method has a comparitively smaller cooling time as compared
to the Zth method. The smaller measurement time of Zth

calibrated methods reduces the non-linear effects of various
temperature-dependent effects such as Rds,on.

Fig. 2. (a) shows Cth cross-section, (b) shows Zth cross-section (HS = high
side, LS = low side

But due to the placement of the temperature sensor, elec-
tromagnetic interference effects the measured results, and in

order to minimize this effect, a separate power source is given
to the temperature sensor.

Fig. 3. power measured via calorimetric techniques

B. Power Loss Measurement

The energy measured using the calorimetric methods is the
sum of switching energy, conduction energy losses as well as
various other losses, including parasitic losses, as shown in
the Fig. 3. The conduction losses are temperature dependent
as Rds,on is temperature dependent entity. PCB(Printed Circuit
Board) parasitic losses and other losses totally depend upon
the specific setup. All these losses need to be mathematically
modelled in such a way that accurate switching losses can
be extracted from the total losses, which are measured by
a calorimetric setup. In the next section, an overview of all
possible influences on soft switching identified in various
setups are described in brief.

III. VARIOUS PARASITIC INFLUENCES ON SOFT
SWITCHING

A. Coss losses

Ideally, soft switching losses should be zero, but in practice,
there are some losses, and these losses need to be calculated
accurately in order to use the system in an efficient manner.
The charging and discharging of output capacitance Coss

contributes significantly to soft switching losses. To validate
this, soft switching measurements are done by adding external
capacitance in parallel to the DUT as explained in [1]. Since
the presence of external capacitance reduces the fraction of
switching current flowing through the output capacitance,
which in turn reduces the voltage slew rate for the same
switching current. As shown in the Fig. 4. , the graph of
switching energy V/s switched voltage slope shows the results
with and without connecting external capacitance in parallel
to the DUT. Surprisingly, the graph aligns (dots and triangles),
indicating that the switching energy is proportional to the
current flowing through the output capacitance (or to voltage
slope), exactly as if the charging and discharging process were
lossy, indicating that the charging and discharging of output
capacitance Coss accounts for the majority of soft switching
losses.



Fig. 4. Switching energy Esw as a function of switched voltage slope
with different switched currents(5A...20A for different DC link voltages
(100V...400V), adapted from [1]

B. Kink Current(Residual ZVS Losses)

To explain this phenomenon, we consider a zero voltage
switching(ZVS) half-bridge converter as shown in Fig. 5.
The thermal analytical models predict losses with almost 12-
15% deviation at nominal load, including residual ZVS losses
and external gate resistance. Switching losses are higher than
expected and also increase with current. This shows that
there are additional loss mechanisms apart from Coss. The
equivalent circuit diagram and the turn off transition waveform
of switching of the low side are adapted from [12].

Here, we are assuming that the inductor current is flowing
during the whole switching transition and the dead time
is large enough to ensure a zero voltage switching (ZVS).
The capacitance between drain and source shows the equiva-
lent capacitance including parasitic capacitance(Cparasitic) and
the output capacitance of the high side(Coss,Th) and low
side(Coss,Tl).

Cds = Cds,Tl + Coss,Th + Cparasitic (1)

Fig. 5. current is more than the kink current, overlap happen as shown and
residual ZVS losses are added, adapted from [12]

During the turn-off transition, the current (Isw)which is
constant and commutates from channel current (ich)to charge
drain-to-source capacitor and miller capacitor. As gradually
the current (Isw) increases, the switching voltage transition is

expected to occur more rapidly due to higher capacitor charg-
ing current. This increases the voltage slew rate upto a certain
level. As current (Isw)increases miller current (ICgd

)increases
according to the current division between miller capacitance
and gate-to-drain capacitance.

ig =
Ugs,i + Ug,n

Rg
; (2)

Rg = Rg,internal +Rg,external (3)

Ugs,i = Internal gate-to-source voltage, Ug,n= negative gate
driver voltage, Rg= total gate resistance, ig = gate current.

As long as iCgd ≤ ig, gate-to-source capacitance
(Cgs)discharges and channel is closed before drain-to-source
voltage (Uds) starts rising. This is the ideal case where there
are no residual turn off losses apart from Coss losses. The slew
rate is given as:

dUds

dt
=

Isw
Cds + Cgd

(4)

When iCgd = ig , Ugs,i = Uth, then the current is called
kink current. As the gate-to-source voltage is clipped at the
threshold voltage, no gate charge is removed from the gate
source capacitor. If Isw > Ikink, the gate source voltage is
discharged up to a voltage slightly higher than the threshold
voltage and the channel remains turned on and conducts the
switching current. This voltage current overlap is shown in the
Fig. 5 causes the ZVS residual losses.

As soon as the voltage transient is completed, the gate-
source voltage drops further, the device turns off fully, the
remaining channel current commutates to the high-side device,
and then the transition is completed. The gate resistance should
be as low as possible to keep the kink current high. As gate
resistance is low, gate current will be high, so to achieve
iCgd = ig, kink current will be high. The gate resistance
is inversely proportional to the kink current.The level of kink
current is to be as high as possible in order to avoid the overlap
and thereby the residual ZVS losses. So a low gate resistance
and a large negative gate driver voltage magnitude push out
the kink current, but by increasing the negative gate driver
voltage, gate driver losses may increase.

While this derived model predicts the behaviour accurately,
the loss estimation is difficult to implement analytically as
there is a discontinuity at kink current. The residual ZVS
losses can instead be modeled as a quadratic loss model:

Esw(Isw) = a+ bIsw + cIsw
2 (5)

The kink current derivation, which can be understood in the
context of the current paths during switching, helps us arrive
at a critical finding for the broader field: that switching losses
in a half bridge are not quadratic with current, but are rather
piecewise linear on current.



C. Miller Capacitance

This is to show the effect of miller capacitance in switch-
ing rather than the parasitic influence. The next generation
Variable speed drives(VSD) with SiC MOSFETS has created
complications due to its faster switching speeds, i.e., slew
rates [13]. High voltage slew rate at the output of the VSD
can cause partial discharge phenomena and it can lead to the
gradual destruction of power cables as well as the winding
of the motor. Surge voltage formed due to reflections can
have a huge impact on the life of the motor and power
cables. So the VSD system must meet critical standards to
protect industrial motors from deleterious effects. One of the
methods to reduce the voltage slew rate by a small factor is
to control the gate driver circuit directly. In order to do so,
gate resistance and Miller capacitance can be varied to reduce
the voltage slew rates [13]. by increasing the gate resistance,
leading to slower switching transients but higher switching
losses. An improvement to this approach is to increase the
miller capacitance, which influences the transient of switch-
node voltage but, unlike the gate resistor, it does not have any
meaningful effect on gate time constant. An additional miller
capacitance approach prevents fast voltage transients instead
of filtering them out, which linearizes the gate voltage. And
the size of the capacitance is small and can be adjusted within
the circuit. In such cases, the miller capacitor concept is simple
and compact to implement.

D. Parasitic Capacitance and Dead Time

These parasitic influences mainly impact measurement ac-
curacy due to the small changes in the switching current [14].
The switching frequency (fsw) results from the load induc-
tance (L) and the desired switching current (I∆) according
to:

fsw =
Udc

8LI∆
(6)

For the easy separation of conduction losses and switching
losses, conduction losses are kept constant by changing the
load inductance according to the switching frequency. The
change in load inductance causes different switching behaviors
due to the change in winding capacitances. To understand this
phenomenon in more detail, calorimetric dead time dependent
power loss measurements were done for different additional
switch node capacitances. The soft switching duration in-
creases as shown in Fig. 6.

At high frequencies, the switching duration becomes large
as compared to the conduction period. This actually lowers soft
switching losses with more influence of parasitic capacitance,
and the dead time is shifted [14]. By taking this frequency-
dependent shift into account, switching energy measurement
can be done over the entire range of frequencies as shown in
the equation 7 :

fsw =
Udc(1−Deff(tdead))

4LI∆
(7)

Effective duty cycle (Deff ) according to the switching
frequency by keeping the switching current constant with high

Fig. 6. Different total losses for different values of switchnode capacitance,
adapted from [14]

Fig. 7. Frequency dependent soft switching dead time shift, adapted from
[14]

accuracy can be achieved. A frequency-dependent optimal
dead time (tdead) shift is shown in Fig. 7.

IV. CONCLUSIONS

The calorimetric methods mainly rely on the accuracy of
the thermal model in order to get the accurate switching
loss measurements. The transient calorimetric measurement
calibrated by thermal impedance promises an extremely fast
and non-invasive loss characterization in a wide power range
without any modification to the circuit. By measuring losses
with calorimetric methods, the switching losses have an error
of almost 12-15%. This error is due to the various parasitic
influences at such high frequencies of switching. The proposed
paper examines the state-of-the-art calorimetric methods. Fur-
thermore, it describes the major parasitic influences and their
analytical relationship, which can be modeled thermally to
calculate accurate switching losses. The parasitic influences
described in Section III are proven in various setups and
analytical relations are given, but apart from these, there can
be some more parasitic elements, which is an ongoing topic
of research.
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Abstract— A detailed analysis of Active and Passive Power 
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advantages and disadvantages of Active and Passive approaches. 
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I. INTRODUCTION 

The Major parts of wireless communication systems that 
transform an RF signal into an output DC voltage that is 
proportionate to the RF input Power are called Power Detectors. 
Many microwaves and millimeter wave (MMW) applications, 
including imaging, target detection, testing and the shielding of 
delicate circuits from spikes and pulses, require power detectors. 
Bipolar, Field Effect transistor and Schottky-diode technologies 
can all be used as PDs. Active and Passive PDs are two common 
varieties. Diodes are one of the easiest ways to detect power 
because they take advantage of their non-linear properties to 
produce an output signal with numerous frequency components. 
With the right filtering, the DC component can be separated and 
can be detected as a part of power monitoring [8]. Due to its 
shorter wavelength and wide frequency bands, which enable 
smaller components with better capabilities, the millimeter-wave 
(mmW) band (30-300GHz) is currently experiencing an increase 
in attention. The need to operate equipment at higher frequencies 
is a result of the development of wireless communication 
technology. High Electron Mobility Transistor or HEMT, is one 
technique that is utilized to get around this restriction. High 
frequency operation requires the usage of HEMTs, which also 
provide a very efficient and low noise performance. The Key 
component of a HEMT, which is a type of FET or Field Effect 
Transistor that uses several materials on either side of the 
junction, is the PN junction. Aluminium gallium arsenide 
(AlGaAs) and gallium arsenide are the most often used materials 
(GaAs)  [6]. 

II. RF  POWER  DETECTORS 

Controlling transmitted power efficiently to reduce power 
consumption and RF signal interference with other electronic 
equipment is one of the key tasks of RF devices. In order to 
measure the power level of a signal, an RF power detector 
transforms a sinusoidal RF signal into a DC voltage  [10]. Since 
power management is one of the crucial elements in automated 
gain control and automatic level control to maintain optimal 
output levels, RF power detectors must be a component of a 
transmitter. 

             
Fig. 1: Schematic diagram of a diode-based power detector [10]. 

The output power of equipment that operates in the RF or 
microwave frequency band has a big impact on the circuit's 
design and functionality. Signal level is crucial for 
comprehending circuit components and assessing system 
performance, therefore components in a system must receive an 
undistorted signal level from their predecessors and transmit the 
appropriate signal level to the component in the following row. 
If an output signal is too low, it cannot be identified and blends 
in with the background noise. If the signal level becomes 
excessive, the performance becomes nonlinear and produces 
distortion [3]. 

III. PASSIVE  POWER  DETECTORS 

A diode's ability to correct is used by passive power detectors. 
Diodes use an integrator to transfer the rectified signal after 
rectifying the AC signal in order to retrieve the DC component. 
Figure 1 depicts the single diode detector's schematic. The 
capacitor C is selected so that it is big enough and that its 
capacitive reactance is negligibly low in comparison to the 
diode's impedance. The capacitor ensures that the diode has a 
strong RF short-circuit and that all RF voltages are visible across 
the diode terminals. The circuit's detecting speed is controlled by 
the load resistors R, L, and C [4]. 

                   
   Fig. 2; Schematic diagram of Schottky diode based power detector 
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A Schottky diode serves as the primary component of the power 
detector circuit, and its properties are comparable to those of a 
normal PN diode in terms of both current and voltage behaviour. 
Schottky diodes have a lower forward voltage drop (0.15 V to 
0.45 V) than PN diodes, which is advantageous (0.7 V to 1.7 V). 
A Schottky diode conducts via charge transfer from the majority 
carriers across the barrier, resulting in rapid switching action and 
making them extremely beneficial for RF and microwave 
rectification. The low recombination velocity of these minority 
carriers in the space charge region causes problems for PN 
junction diodes, which also operate on minority charge carriers. 
Due to its silicon low barrier N-type construction, small forward 
voltage, low junction capacitance, and low barrier height, RF 
Schottky diodes are an ideal option for power sensing and 
mixing tasks at high frequencies [5]. 

                     IV.   ADVANTAGES  

 Passive Circuits are simple in design. 
 Passive Detectors operate at very high frequencies. 
 They operate at large dynamic range (-70 to +20dBm). 
 More diodes are used in rectification. 
 

            DIS ADVANTAGES  
 The operation exploits the diodes non-linear 

characteristic, but this is not the same in entire dynamic 
range. 

 The Sensitivity (that is how much DC voltage generated 
for a fixed RF input power) is limited. 
 

 

         V. ACTIVE POWER DETECTORS  

 

     Fig. 3: Schematic diagram of Transistor based power detector 

Active Power Detectors rectify using an analog amplifier. To 
conduct an equal or less than one halfwave of the RF signal, the 
transistor must have a class B or C bias point. A resistor is used 
to load the transistor and bias the drain to the same voltage as the 
amplifier. The transistor's gate receives the same RF signal, and 
this signal's rectified form appears as the drain current 
waveform. The RF power level is indicated by the DC 
component of the drain voltage. Due to the fact that the detector 
output is exactly proportional to the RF signal power for low 
input power levels, drain current is reliant on the square of gate 
voltage [3]. 
 

 

        VI. ADVANTAGES 
 Active PDs have the advantage of a higher sensitivity. 
 Active PDs are used for monitoring power levels. 

 
           DISADVANTAGES 

 These type of PDs needs more area on the chip 
 Active PDs tends to increase in size as the operating 

frequency decreases. 
 

VII. HEMT TECHNOLOGY 
  

Unlike most field-effect transistors (FETs), which typically have 
a doped region as the conducting channel, high electron mobility 
transistors (HEMTs) have a junction between two materials with 
different band gaps (i.e., a heterojunction) as the conducting 
channel. In ICs, HEMTs are utilized for digital switching. 
HEMT transistors are capable of operating at frequencies greater 
than that of conventional transistors, which are millimetre wave 
frequencies. Due to their minority charge carriers, HEMTs offer 
quick switching speeds, high gain, and low current fluctuation 
characteristics [11]. A form of HEMTs utilized in wireless 
communications are called pHEMTs devices. High power 
efficiency and exceptional low noise value and performance are 
provided by pHEMT transistors. Another variety of pHEMT that 
finds usage in numerous applications is the metamorphic high 
electron mobility transistor (mHEMT). 
 

VIII.STATE-OF-THE-ART DETECTORS FOR 
MMW APPLICATIONS IN 

 
A. Two types of microwave and millimetre power detectors 
realized considering commercial metamorphic high electron 
mobility transistor ( mHEMT) monolithic microwave integrated 
circuit (MMIC) process.  
 

        1. Schottky Diode (Passive) Detector 
The simplified schematic representation of the Schottky detector 
is shown in Figure 1. The RF is applied to the diode through a 
170 fF MIM coupling capacitor, an open stub is used for 
minimizing the reflection coefficient at 60 GHz [2]. Bias current 
can be supplied to the diode through a 900-ohm resistor. This 
resistor forms a simple low pass filter with capacitor C2 (220 
fF), which is connected to ground. The Schottky diode consist of 
two paralleled gate fingers, each 20-um wide. The diode is 
modelled by the foundry model, based on the enhancement high 
electron mobility transistor (EEHEMT) model.The output 
voltage was simulated as a function of input power at different 
frequencies and bias currents, and optimized for frequencies 
above 50 GHz[5]. In Figure 5, the measured output voltage is 
depicted for a constant bias current of 1 uA. The bias current is 
supplied through the output port by an external current source. 
At no input power the output voltage is of the order -710mV 
which is the voltage drop across the diode and R1. A sensitivity 
of 500 V/W is obtained at 60 GHz at -20 dBm. The incremental 
detector voltage, defined as the voltage difference with and 
without a certain RF-power, is plotted in Fig 6. 
 



            
    Fig. 4: Measured detector output voltage at 1 uA biascurrent as a function of 

Frequency [3]. 
 
 

             
    Fig. 5: Measured incremental detector output voltage at 1 and 10 uA bias 
             current as a function of input power in dBm and frequency [3]. 
 

2. Active Detector 
 

Figure 3 depicts the active power detector's simplified schematic 
form. 

             
            Fig.6: a [5] 

A MIM-capacitor C1 in series with a resistor R2 couples the gate 
of the 2x20 um gate width mHEMT device to the drain quiescent 
current IDD, which is controlled by the gate bias voltage, VGG 
(37 Ohm). The drain is connected to VDD through resistor R4 
(750 ohm). to bring VGG as near as feasible to the pinch off 

voltage[1]. Capacitor C2 (0.66pF) is a part of the lowpass filter. 
As a function of frequency and bias settings, the characteristic of 
the active detector was tuned. The incremental output voltage 
was measured and plotted in Fig. 6 a, b at VDD=2V, IDD=15, 
and 300 uA. In comparison to 15 uA, the 300 uA bias has a better 
sensitivity, but a far wider variance with frequency[3]. At 20 
GHz, the greatest sensitivity is 2800V/W. 200 uA or so was 
chosen as the bias current. The outcome is displayed in Fig 7. It 
is possible to achieve linear operation from lowest power up to -
10dBm [6]. 

                 
                                          Fig 6:b 
 
              Fig. 6: Measured incremental detector output voltage at 15 and 300 uA drain 
                  current and VDD=2V. The frequency is 10 to 90 GHz in 10 GHz steps [5]. 
 

                     
Fig. 7: Output incremental voltage as a function of input power and 

                                                              Frequency [7]. 
 
B. AlN/GaN-based material designs for mm- 
Wave applications 
 
GaN has a 3.4 eV greater energy gap than InP, GaAs, or Si, 
which allows for higher breakdown voltages and operating 
voltages. GaN also has a high-saturated electrical velocity of 
2.5107 cm/s. Due to the relationship between the electron 
velocity and current density, GaN generates high current at high 
voltage. Due to the energy gap and the high electron velocity, 
high power devices can be practically optimal since power is a 
function of voltage and current. GaN has a thermal conductivity 
that is significantly higher (0.4761-1.4285 W/cm.K for GaN) 



than GaAs and InP[6]. High power and frequency applications 
benefit from GaN, but it also reduces chip cost and size. GaN 
MMICs now outperform GaAs MMICs in size and power 
density by a factor of five. However, two important phenomena 
continue to afflict GaN HEMTs, especially when the size of the 
device is reduced [4]. These phenomena include kink effects, 
which reduces device performance, and entrapment effects, 
which can directly lead to current collapse. See Figure 8. 
 
C. GaAs-based material designs for mm-Wave 
aapplications. 
 
High power amplifiers based on III-V materials like gallium 
arsenide are primarily developed in the mmW range (GaAs). 
Due to their high electron mobility and potential for the 
development of a two-dimensional electron gas layer (2DEG), 
these materials show promise for use in high frequency devices. 
This results in lesser effects of collisions and makes switching 
quicker. The power detectors would have a large dynamic range, 
and can be fabricated as a chip on the semiconductors. Schottky 
diodes are known for its fast-rectifying property and they can be 
used for RF detection, GaAs HEMTs are used for its higher 
electron mobility[1]. 
 

   
Fig. 8. MMIC amplifier output power in CW mode using several semiconductor transistor   
technologies [2]. 

                          

 X. CONCLUSION 
The paper presents a detailed review on active and passive power 
detectors, a brief overview of their working principle, also the 
advantages and dis-advantages. Passive detectors mainly deal 
with high frequency and are used in applications like radar and 
radio astronomy, output power sensing and levelling. Active 
power detectors are used predominantly in low powered 
frequency applications like cell phones, electronic warfare 
systems and envelope detectors. 
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Abstract—This paper presents various structures and 

arrangements that cause the slow wave effect. A slotted ground 

plane between 0-20 GHz, a helix structure between 5-45 GHz, two 

different meander lines between 12-45 GHz and 68-105 GHz and 

four different arrangements of metal layers and microstrips 

between 200-400 GHz are investigated. The insertion losses can be 

reduced by the shift of the magnetic field under the signal line, and 

this results in a reduction of the phase velocity [1]. The frequencies 

investigated are presented and their slow-wave factors and S-

parameters are compared. The helix structure has the smallest 

insertion loss of -28 dB and a return loss of -0.1 with a slow wave 

factor of 5.93 at 43 GHz. (Abstract)  

Keywords—microstrip-line, slow-wafe effect, defected ground 

plane, ground plane pattern 

I. INTRODUCTION  

Currently, the focus is on making structures on chips and 

devices smaller and smaller. This is because the area required by 

circuits is increasingly growing as the number of functions and 

applications also increases. Since a large part of the area must 

be used for lines to fulfil certain phase relationships between the 

connections, the structures can be made smaller by reducing the 

size of the microstrip conductors. To be able to achieve this, 

slow-wave structures are used [2, 3, 1]. Slow-wave structures as 

a slotted ground plane, a helix structure, a polyline structure, two 

different meander line structures as a rectangular or a V-shaped 

meander line and an interdigital planar structure can cause the 

slow wave effect. They influence the slow wave effect to 

different degrees at different frequencies. 

II. DIFFERENT IMPLEMENTATIONS OF SIGNAL LINES 

 
In the following, various methods that cause this effect are 

discussed [4, 5]. In this section, we first look at the different 
parameters that favour the slow wave effect. Both the materials 
used, and the parametric of signal lines cause the slow wave 
effect [4]. 

A. Permeability 

The magnetic field below the signal line is displaced by the 

slow wave structure, resulting in a reduction of the phase 

velocity and a lower insertion loss compared to conventional 

microstrip lines. The permeability in the upper part is higher 

than in the lower part. By introducing a slow-wave structure, 

the return currents cannot flow directly under the signal line but 

must flow laterally towards the continuous ground plane. Since 

the structures have different impedances, the resulting phase 

velocity 𝑣𝑝ℎ  can be calculated with capacitance C’ and 

inductance L' per unit length as follows [4, 1]: 

 

𝑣𝑝ℎ = √
1

𝐿′𝐶′
=

𝑐

√𝜇𝑟𝜀𝑟
 

[2] 

 

 In Figure 1 a slow wave structure as a substrate integrated 

patterned with microstrip polyline is shown. 

 
Figure 1: Microstrip Polyline Pattern 

 
Figure 2: Single Polyline Cell 

 

B. Parametric 

The most important parameters of a polyline pattern that 

influence the slow wave effect are the thickness of  ℎ and the 

meander line L2 shown in Figure 2. It is observed that the 
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thinner ℎ  becomes, the lower the cut the phase velocity 

becomes. This effect is caused by the change in permeability. If 

the upper layer of the substrate, which has a high permeability, 

is not changed with a constant pattern, while the lower substrate 

with a lower permeability is reduced, the average permeability 

is increased. By compressing the meander lines, the induction 

in the upper surface layer can also be increased, thus increasing 

the average induction. Thus, the phase velocity and the cut off 

frequency can be reduced [4]. 

III. SLOW WAVE STRUCTURES 

 
First, different arrangements of the microstrip line patterns 

are considered. Depending on the arrangement, the strength of 
the slow wave effect differs. The slow-wave factor 𝑛 indicates 
the relationship between the speed of light 𝑐0  and the phase 
velocity 𝑣𝑝ℎ and is calculated with 

𝑛 =
𝑐0
𝑣𝑝ℎ

 
(1) [2]. 

In Figure 3. all the different structures that are examined are 
shown in their respective operating frequencies.  

 

Figure 3: Investigated frequencies in the range 0 GHz to 

400 GHz 

 
A. Interdigital Planar Slow Wave Structure 

 

Figure 4: Interdigital Planar Slow Wave Structure 

 

For the simulations in the V-band, the frequencies for 50 
GHz up to 70 GHz are investigated with quartz and polycor as 
substrate material. The dimensions of the structure remain the 
same and the structure itself is shown in Figure 4. For the quartz 
substrate, the pin length is 825 μm and is longer than for the 
polycor substrate, which has a length of 575 μm. The cold test 
results in a VSWR of less than 2.0 in the range from 53.56 GHz 
to 78.33 GHz and insertion losses of less than -5 dB. It is also 
found that the slow wave factor with increasing frequency 
increases exponentially to the frequency [2]. 

B. Meander Slow Wave Structure 

 

Figure 5: V-shaped Meander Line 

 

Figure 6: Rectangular Meander Line 

 
Meander slow wave structure are investigated in the G-band 

from 50 GHz to 70 GHz which is seen in Figure 6 and from 180 
GHz to 230 GHz with a structure which is seen in Figure 5 . 
From 180 GHz to 230 GHz results in a slow wave factor of 7 to 
11 [6]. A wide passband at 50 GHz and a centre frequency of 
about 210 GHz is achieved from 50 GHz to 70 GHz. 
Furthermore, the cold test results in a VSWR of less than 2.0 in 
the range from 53.56 GHz to 78.33 GHz and transmission losses 
of less than -5 dB. For the frequency from 50 GHz to 70 GHz, a 
slow wave factor of 7 to 10 is obtained [2]. 

For a V-shaped meander slow wave structure, the range from 
125 GHz to 155 GHz has been investigated. Here, the return loss  
𝑆11  is less than -22 dB and the insertion loss 𝑆21 is greater than 
-0.4 dB [3]. 

 

 

 

 

 



 

 

C. Helix Slow Wave Structure 

 

Figure 7: Pseudoperiodic Helix SWS 

 
The slow wave structure of a helix has many advantages: a 

low operation voltage, a wide bandwidth, and a high RF 
efficiency. However, above a frequency in the W-band, the 
tolerances have more influence on the performance [3]. So far, 
various frequencies used at helix structures are being 
investigated, which were in the 33 GHz to 36 GHz, X-band, 17.3 
GHz to 18.4 GHz and 12.75 GHz to 14.8 GHz ranges. In 
addition, a pseudo-periodic helix slow wave structure is shown 
in Figure 7 and implemented in a broadband helix travelling-
wave tube and is investigated in the 8 GHz to 18 GHz. The 
radius of the helix becomes smaller with each revolution. The 
electromagnetic field is strictly periodic. This results in a VSWR 
of less than 1.85 over the range 7 - 18 GHz [7]. 

D. Slotted Ground Planes  

 

Figure 8: Slotted Ground Plane with Transmission Line 

 

A slotted ground plane can be used to induce the slow wave 

factor. Frequency up to 20 GHz are investigated. Its structure is 

shown in Figure 8 [8]. The loss per quarter wavelength can be 

reduced by up to 54 % with such a structure. The length of a 

transmission line can be reduced by over 20% [1]. 

 

 

A. Different Arrangements of Metal Layers and 

Microstrip lines 

 

Figure 9: MET Line on a BCB MET TFMSL 

 

Different arrangements of metal layers (MET) and thin film 

microstrip lines (TFMSL), a benzocycobulane layer (BCB) and 

a coplanar waveguide (CPW) are investigated. First, a MET2 

thin film microstrip line (TFMSL) is investigated. It has a 

BCB2 layer with a thickness of 1.4 μm and is shown in Figure 

9. With a resistance of 50 Ω, the MET2 TFMSL must have a 

length of 3.5 μm. From 200 GHz to 400 GHz over a length of 

λ/4, it has a maximum loss of a good 0.92 dB and a minimum 

loss of about 0.7 dB with a line impedance of 50 Ω [9]. 

 

 
Figure 10: Met2+Met3 TFMSL 

 

A MET2MET3 TFMSL is shown in Figure 10Tabl. MET3 

has the thickness of 2.7 μm and consists of Au. It also has a 

BCB2 layer with a thickness of 1.4 μm. With a resistance of 50 

Ω, the MET2 TFMSL must have a length of 2.7 μm and is thus 

shorter than MET2 TFMSL with the same impedance. From 

200 GHz to 400 GHz, it also has a lower maximum loss than 

MET2 TFMSL of a good 0.7 dB over a length of λ/4 and a 

minimum loss of about 0.55 dB at a line impedance of 50 Ω [9]. 

 

 
Figure 11: Elevated CPW 

 

An elevated coplanar waveguide (CPW) with GaAs 

substrate is investigated. It also has a BCB2 layer and an air-



 

 

bridge of 10 μm. It is shown in Figure 11. With a resistance of 

50 Ω, the elevated CPW must have a length of 8.6 μm and is 

thus shorter than both lines before with the same impedance. 

From 200 GHz to 400 GHz, it also has a lower maximum loss 

of about 0.35 dB over a length of λ/4 than both lines at 200 GHz 

and a minimum loss of just under 0.3 dB at 400 GHz with a line 

impedance of 50 Ω. The loss curve has a smaller drop than both 

lines before [9]. 

 

An air-bridge TFMSL has a BCB2 layer and an air substrate 

of 11.6 μm thickness. It is shown in Figure 12. The substrate 

thickness is thus increased. With a resistance of 50 Ω, the 

elevated CPW must have a length of 10 μm and is thus shorter 

than MET2 TFMSL and MET2MET3 TFMSL but longer than 

the elevated CPW. From 200 GHz to 400 GHz over a length of 

λ/4, it also has a lower maximum loss than MET2 TFMSL and 

MET2MET3 TFMSL at 200 GHz with a similar curve to the 

elevated CPW of about 0.35 dB an [1]d a minimum loss of just 

under 0.3 dB at 400 GHz with a line impedance of 50 Ω [9]. 

IV. RECOMMENDED PATTERN 

 

Table 1: Comparison of the Insertion loss S11, return loss 

S21 and the slow wave factor n in dependency of the 

frequency f  

 

Slow Wave 

Structure 

Insertion 

loss 

S21/dB  

Return 

loss 

S11/dB  

Slow Wave Factor 

n (f /GHz) 

Interdigital  -5  -0.33 37 (50) 

Rectangular 

Meander  

- 15  -0.33 10 (50) 

V-Shaped 

Meander 

-22 -0.4 5.6 (60) 

Helix -28  -0.1  5.93 (43) [10] 

Polyline -1.8 -0.025 3.0 (15) 

Slotted 

Ground Plane 

-22.6 

[11] 

-0.1 0.75 (10) 

Elevated 

CPW 

-5.9 [11] -6.8 

[11] 

10 (0.1) [12] 

 

With a MET2MET3 TFMSL, the shortest possible 
transmission distance can be achieved, whereby the loss 
becomes smaller as the frequency increases [9]. In addition, the 
slow wave effect can be improved by a suitable slow-wave 
pattern. According to Table 1, a helix slow wave structure, for 

example, would be suitable as a pattern, since particularly good 
values for S21 are obtained with a high slow wave factor of 5.93. 
However, the frequencies that occur must be considered when 
making the selection, as otherwise undesirable effects such as a 
band-pass filter can occur. [4, 2, 7].  

V. CONCLUSION 

 
Since there are many different slow wave structures, this 

paper compares them with each other. Some structures have a 
larger slow wave factor. In addition, the losses of the individual 
structures also vary among themselves. Overall, slow wave 
structures can cause a strong slow wave effect and thus come 
closer to the goal reducing the structures on chips. 
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Abstract— A detailed discussion on the concept of Substrate 
Integrated Waveguides (SIW) and the need for efficient 
transitions between SIWs and planar components as well as 
other waveguides. This paper touches upon the new technology 
and design of SIWs as well as their advantages over traditional 
microwave devices. The concept and challenges of transitions 
between SIWs and other waveguides as well as chips has been 
discussed in brief. Various newer and advanced methods of 
making these transitions between SIWs and different microwave 
components have been discussed and their improvements have 
been analyzed.  

Keywords— SIC, SIW, Rectangular waveguides (RWG), 
microstrip line (MSP), coplanar waveguides (CPW), wire bonding, 
E-band, transition, 

I. INTRODUCTION 

 The Substrate integrated Waveguide (SIW) is a relatively 
new form of millimetre wave technology developed on a single 
substrate. It is a modified rectangular waveguide (RWG) filled 
with dielectric. Substrate integrated circuits (SIC) enable a 
number of planar components like microstrip and coplanar 
waveguides and non-planar components like metal waveguides 
to be connected on same substrate. This helps achieve better 
characteristics in terms of performance, design, size and ease 
of manufacture of components over classical waveguide 
technology. While the developments can be promising, the 
integration of components requires transition between these 
components which can be challenging in terms of added circuit 
size and losses. The transitions should have minimum losses 
and higher capacity while adhering to miniature nature of 
circuits. Different methods to make these transitions have been 
introduced and more improved transitions have been discussed. 

II. BASICS OF SIWS 

A. Losses in transmission 

The total loss (insertion loss) in a transmission line can be 
given as in [1] 

 
                  tc dr l  (other losses)                 (1) 
 

Where (c), (d), (r) and (l) represent conduction, 
dielectric, radiation and leakage losses respectively. In 
traditional metal waveguides, the losses are dominant due to 
bulkiness of the non-planar structure. However, they have 
better power handling capacities. The planar components like 
Microstripline (MSL) and coplanar waveguides (CPW) have 
better advantages in terms of small structures. These are 
however affected by insertion and radiation losses.  

RWG are the earliest type of transmission lines for 
microwave signals. They have the ability to transmit at higher 
frequencies (E-band) with higher immunity unlike coplanar 
technologies. The need for integrating miniature scaled 
circuits cannot be achieved by RWG due to non-planar 
structure. Hence planar lines like Microstrip lines (MSL) can 
fulfil this requirement. Microstrip line are a popular type of 
planar transmission line which are easy to fabricate and 
integrate with other passive and active devices.  

 
The radiation loss in MSL is given as [10] 

  

                                               (2) 
 
Where h is thickness of substrate, λo is wavelength in free 

space and F(eff) is a function of the effective dielectric 
constant eff .. The loss will also be higher at higher 
frequencies (smaller λ). In our E-band frequency (60-90GHz) 
which is the band used for RF/Microwave backhaul links, the 
radiation loss will be higher. So, at higher frequencies, MSL 
introduces more radiation and hence insertion losses as given 
in equations (1) and (2). 

 
 

B. Advantages of  SIWs 

Substrate integrated circuits were first designed to 
combine the desirable characteristics of planar and non-planar 
components. A single substrate is used for easy manufacture 
with a rectangular cross section to ensure low radiation and 
insertion losses. Since SIW is designed as a modified RWG, it 
retains properties of RWG while improving the Q factor due 
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to dielectric filling and volume miniaturization with planar 
structure. 

 
C. Design specifications 

 
In [2] and [3], the authors have introduced the concept and 

design specifications for fabrication of a SIW. They are 
designed as a thin dielectric substrate with rectangular cross 
section. Fig. 1 shows the parameters for a simple design of 
SIW. There are two parallel rows of via holes in the substrate. 
The diameter of each hole is given as post diameter d. The 
pitch p is defined as the spacing between two consecutive 
holes in a row. W and h are defined as the distance between 
two rows and thickness of substrate respectively.  
The ratio d/p is critical for designing as diameter and pitch are 
correlated as given in [3]. The radiation loss decreases with 
decrease in post diameter for a constant value of ratio d/p. 
Two design rules for design of a good SIW are critical as 
given by [2] 

 
d < g/5                                                       (3) 

p 2d                                                         (4) 
 
where, g is the guided wavelength 
 

 
 
Fig. 1. Design of an SIW adapted from [2]) 

D. Challenges 

The integration of all components on single substrate 
requires efficient transitions between the planar and non-
planar components. Transitions can however add more losses 
and add to the bulkiness of circuits which is not desired. 

General losses in a waveguide are described by its leakage 
characteristics which depend on the physical parameters of 
substrate. Due to the structure of SIW, a certain leakage wave 
loss is introduced due to periodic gaps in the whole structure 
[2]-[3]. 
 
In subsequent sections, a detailed analysis on the transitions 
between SIW and other microwave components will be done. 

Various design modifications have been reviewed to improve 
upon these transitions. Further sections will discuss the losses 
and leakage characteristics of a SIW. 
 

III. TRANSITIONS 

 
Transitions from SIW to both classical waveguides and 

planar waveguides have to be considered. While introduction 
of the initial transition designs were themselves promising as 
they enabled the design of all components on a substrate, they 
had to be made more efficient in terms of sizing and losses. 
Advancements and design modifications have been done over 
the last decade to achieve this better. 
 

A. SIW to RWG 

While the future scope of SIW stands to replace RWG in 
most circuits, the existing commercially available circuits 
mostly make use of classical RWGs.  
Moreover, RWGs still provide better power handling, more 
rigidity and easier fabrication. This generates the need for 
developing good transitions between SIWs and these 
waveguides. The conduction loss in a RWG from (1) can be 
calculated from [3] 
 

            (5) 
 
 
 Where Rs is the surface resistance of the metallic walls, a 
and b are the width and the height of the waveguide,  is the 
intrinsic impedance of the material-filled waveguide,  is the 
propagation constant and k=    the wavenumber of the 
material-filled waveguide region. The conduction loss will be 
significant at lower frequencies and if substrate is thin. So, a 
thicker substrate is preferred to minimize loss. 

 
The earliest designs focused on making RWG transitions 

to planar forms. In [5], the authors have proposed a simple and 
novel method for this transition on the SIW substrate using 
PCB. A longitudinal slot window has been used on the wall of 
SIW to couple energy between SIW and RWG. There is a 
limitation on the frequency bandwidth due to added resonance 
of the slot window.  Paper [6] has countered this resonance 
issue by employing an optimization algorithm to find best 
dimensions with max return loss and minimum insertion loss. 
Adding miniaturization of ohmic losses has shown to make 
the design more resistant to resonance of added transition 
structure. The paper has made a thorough analysis of the 
different transition structures over the years to counter this 
resonance of added structures. The recent designs have 
achieved the desired miniaturization while keeping the losses 
minimum with higher power handling characteristics. Table I 
shows the comparison in characteristics of the two discussed 
designs. 

 



 
 

TABLE I. 
 

BW(%) Transition type Substrate 
height 

Reference 

>37 Single layer 
slot 

5.05 [4] 

>43 Multilayer 
planar 

0.15 [5] 

 

B. SIW to MSL 

1) Single layer 
 

Initial transitions shown in paper [7] employed a simple 
taper design. They were efficient but bulky. Paper [8] 
proposed an innovative modification to the taper design by 
utilizing stepped impedance transformers. The final design 
simulations have shown that a bandwidth improvement of 
10% and dimensions decrease by 60% have been achieved as 
compared to the simple taper.  
 The radiation loss in equation (1) shows a direct 
dependence on the substrate thickness. The loss will also be 
higher at higher frequencies (smaller λ). So, in our E-band 
frequency range (60-90GHz) which is the primary band of 
interest for RF/Microwave backhaul links, the loss can be 
more. 

 Equations (1) and (2) show a contradiction for design 
specifications. While a thin substrate is desired to minimize c 
a thicker substrate is needed to reduce r. A solution to this has 
been proposed in paper [9] by using a multilayer substrate 
which is discussed in the next section.  

 

 

 

Fig. 2. (a)Tapered transition for single layer MSL adapted 
from[7]. (b)Modified design for MSL transition using stepped 
impedance transformers adapted from [8] 

 

2) Multilayer 

 

Authors in paper [9]  have proposed transition using a 
multilayer substrate to achieve broadband response. Transition 
consisted of a tapered ridged SIW and tapered MSL by 
employing both impedance and field matching. This design 
opened up the possibilities of integrating SICs on multilayer 
substrate for better transition circuits. 

 

 

C. SIW to CPW 

 The attenuation due to conduction c can also be reduced 
by using CPW.[3] 

While radiation loss depends on substrate thickness and a 
thinner substrate is desired in MSL, CPWs show a different 
type of behaviour. This can be attributed to a lot of factors. 
The effective dielectric constant of CPW increases with 
thickness and a higher dielectric constant in turn reduces the 
overall radiation loss as shown in papers [11]-[12]. Overall, 
this enables CPWs to have a higher sensitivity to thicker 
substrates. 
 

D. Single layer CPW  

Initial transition designs started with design of complete CPW 
with SIW on single substrate without mechanical assembling 
or tuning [13]-[14]. The earlier designs had higher 
manufacturing costs due to back side patterning. Later 
advancements have been made with no step discontinuity or 
backside patterning. In paper [15], the authors have made use 
of a U-shaped slot antenna to achieve transition between SIW 
and ultra-wideband CPW. The slot dimensions variation on 
input impedance has been analyzed and band of operation in 
79-110 GHz was realized. 

E. SIW to IC Chip 

Initial transitions from SIW to IC chip involved transition 
via a microstrip. This additional introduction of microstrip 
adds losses as discussed in SIW to MSL transition. To counter 
this problem, authors in [16] proposed an innovative technique 
of a direct wire bonding between the SIW and IC chip without 
the usage of microstrip. The structure is designed in the band 
75-78 GHz. The inductive effect of wire bond was 
compensated using a low pass filter. Two different designs, 
one including the MSL transition and one with direct wire 
bonding have been compared. The later model had achieved 
improved insertion loss over the conventional design due to 
elimination of microstrip.  
 

IV. LEAKAGE LOSS ANALYSIS 

 
Considering the periodic gaps, SIW structures are subject to 

a potential leakage loss thus resulting in wave attenuation or 
leakage as shown in papers [2]-[3]. Therefore, it is pertinent to 



inquire into what type of design models may exist in SIW and 
how losses are ranging in such models.  
 

In paper [16], a thorough analysis of guided wave and 
leakage loss of SIW has been presented. The propagation of 
electromagnetic waves can be similar to that of a conventional 
RWG. The cosine of the incident angle  can be given as  
 

                                      (3) 
 
Where n is the waveguide mode order,  is the wavelength 
and W is the distance between rows of via holes. 
 
And the the leakage part ratio can be expressed as 
 

 , <c            (4) 

 
where d and p are the diameter of via holes and pitch length 
respectively. 
From equation (3), when frequency increases, the incident 
angle also increases. From equation (4), the leakage loss also 
increases with increase in frequency at constant incident 
angle. And the loss additionally increases for higher modes 
when n is higher. Except when the pitch p is small, the leakage 
losses tend to increment significantly with increasing 
frequency. Therefore, for designing SIWs with low leakages, 
pitch p is kept small. 
To obtain a good results in terms of return loss when the 
number of via holes are limited, another design rule is given 
by[] 
 

d/W<0.4                                           (7) 
 
 

 

Fig. 3. (a)Guided wave propagation in a SIW adapted from []. 
(b)Wave incidence to via holes adapted from [] 
 

V. ANALYSIS OF LOSSES 

 
 

A comparison can be made with the simplest models and 
the later advanced ones for analyzing improvements in the 
transitions and loss characteristics. 

 

TABLE II. 

 

Device Design BW 
(GHz) 

Insertion 
loss(dB) 

Return 
loss(dB) 

Refere
nce 

RWG SL 34-35 -1.5 -11 [4] 

ML 18-28 -1 -10 [5] 

MSL SL 10-19 -0.3 -20 [6]-[7] 

 ML 23-27 -1.5 -15 [8] 

CPW  19-38 -0.6 -14.5 [13] 

 WB-
CPW 

79-110 -0.73 -20 [14] 

IC Chip Wire 
bonding 

75-78 better -12 [15] 

 

VI. CONCLUSION 

 
 

 SIW first started off as a promising solution for integration 
of planar and non-planar components at in mm wave ranges. 
The technology came with its own challenges of leakages 
between holes. With design optimization, the size parameters 
have been tuned to reduce this loss by some extent. The 
technology further introduced the need for transitions with 
existing microwave components. These transition structures 
introduced additional losses and bulkiness. Over the years, 
advancements in designs have ensured the losses to be 
minimized while keeping the circuits small. The transitions of 
SIW with other waveguide components as well as with chip 
has been shown to be efficient enough to give a boost to 
microwave circuits whether they are concerned with structural 
as well as functional aspects..  
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